
The Path to Equilibrium

in Sequential and Simultaneous Games:

a Mousetracking Study ∗

Isabelle Brocas
University of Southern California

and CEPR

Juan D. Carrillo
University of Southern California

and CEPR

Ashish Sachdeva
National University of Singapore

September 2018

Abstract

We study in the laboratory three-, four- and six-player, dominance solvable games of com-

plete information. We consider sequential and simultaneous versions of games that have

the same, unique Nash equilibrium, and we use mousetracking to understand the decision

making process of subjects. We find more equilibrium choices in the sequential version

than in the simultaneous version of the game and we highlight the importance of atten-

tional measures. Indeed, depending on the treatment, equilibrium behavior is 30 to 80

percentage points higher for subjects who look at all the payoffs necessary to compute the

Nash equilibrium and for those who look at payoffs in the order predicted by the sequential

elimination of dominated strategies than for subjects who do not. Finally, the sequence of

lookups reveals that subjects have an easier time finding the player with a dominant strat-

egy in the sequential timing than in the simultaneous timing. However, once this player

is found, the unraveling logic of iterated elimination of dominated strategies is performed

(equally) fast and efficiently under both timings.
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1 Introduction

Our ability to strategize is contingent on the type of situations we face. Several studies

(Camerer et al. (1993); Costa-Gomes et al. (2001)) suggest that decisions in games follow

simple algorithms that implement a limited number of steps of reasoning. These theories

build on the hypothesis that cognitive abilities are limited. As the situation becomes more

complex to evaluate, we typically observe larger departures from theoretical predictions.

A striking but understudied example is timing. Individuals usually have a harder time

making decisions when the order of play is simultaneous rather than sequential, even when

the equilibrium action are the same.1 This suggests that, ceteris paribus, a simultaneous

timing is perceived to be more complex than a sequential timing. It also indicates that

the way information is processed varies across timings.

The idea that sequencing affects decision-making has been the object of research in a

wide range of fields. Among others, it has been studied in computer science to determine

whether vast amounts of information should be presented sequentially or simultaneously

(Jacko and Salvendy (1996), Hochheiser and Shneiderman (2000)), in marketing to assess

whether products of a new line should be introduced together or one at a time (Read

et al. (2001), Mogilner et al. (2012)) and in criminology to compare the efficiency of

sequential and simultaneous police lineups (Steblay et al. (2001), McQuiston et al. (2006)).

In economics, it is an open question for market design (school choice, auctions, etc.)

whether the sequential or simultaneous elicitation of preferences matters in situations

where truthful revelation is incentive compatible. Generally speaking, sequencing has this

intuitive property of reducing the amount of information to consider in one batch and it

is believed to ease the allocation of attentional resources (Just et al. (2001), Szameitat et

al. (2002)). Little is known however about the underlying processes at play.

The goal of this paper is to study the differences in both attention and decisions

between simultaneous and sequential formulations in the context of stylized, abstract

games. To this purpose, we conduct a controlled laboratory experiment where subjects

play games that differ in the order of play but exhibit the same (unique) Nash equilibrium,

and we track the information they attend to before making their decisions using the

“mousetracking” method.

Isolating the effect of timing is key but non-trivial. To accomplish it, we construct the

following special class of t-player dominance solvable games. In our design, the payoff of

each player depends on her action and the action of exactly one other player. Also, one

(and only one) player has a dominant strategy, so that the unique Nash equilibrium can

1Even within a sequential timing, Brandts and Charness (2011) notice that choices in laboratory ex-
periments may differ depending on whether we employ the direct-response or the strategy method.
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be deduced through iterated elimination of strictly dominated strategies. Importantly,

in the sequential version of the game the player with a dominant strategy always moves

last, and the payoff of a player depends on her action and the action of the player who

moves next. As a result, observing the choice(s) of previous mover(s) does not provide any

direct guidance in finding the equilibrium. In other words, independently of the timing

of the game, subjects need to identify the player with a dominant strategy and, from

there, iteratively deduce the best response of the other players in order to find the Nash

equilibrium.

We also abstract from framing effects arising from normal-form vs. extensive-form

representations. Instead, we provide the same formal representation: one matrix for each

player that represents her payoff as a function of the actions of the two relevant players.

We consider a baseline treatment and several additional treatments that are identical in

essence but vary in complexity. In some games, more players are involved; in some other

games, the presentation of the game is slightly altered to make more or less challenging

to find the strategy that needs to be eliminated first. In all these games, the algorithm to

find the equilibrium is exactly the same under the simultaneous and sequential timings.

Finally, we obtain information about decision processes by hiding the payoffs in opaque

cells. These are only revealed when the subject moves the computer mouse into the cell

and clicks-and-holds the button down. By tracking the cells that are successively opened

before making a decision, we obtain an indication of where attention is allocated and which

reasoning is followed to make a decision. This information is key to understand differences

in behavior in settings as ours, where the theory predicts that none should be present.

We address three broad questions, with the second and third being the most novel ones.

(1) Are choices different between the sequential and simultaneous versions of the games?

Given that the games are equivalent and require the same algorithm to be solved, we should

not observe any difference. If we do, it means that timing in and of itself affects the way

information is processed and choices are made. (2) Are decision processes different between

equilibrium and non-equilibrium players and how does the timing relate to those processes?

If processes are different, then deviations from predicted behavior under both timings can

be traced to the ability of the individual to understand the strategic implications of his and

others’ decisions. (3) Are decision processes conditional on equilibrium choices different

between the simultaneous and the sequential timings? If Nash compliance differs across

timings, it may be because one timing is cognitively more demanding than the other.

Differences in cognitive difficulty can be assessed by determining whether subjects who

play Nash exhibit different lookup patterns in sequential and simultaneous. Based on our

experimental data, the answers to all three questions is ‘yes’, as we develop below.

First, equilibrium choice in the sequential timing is only marginally higher than in the
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simultaneous timing for the baseline treatment. For the complex treatments, however, the

difference is significant. The result suggests that performing the elimination of dominated

strategies is facilitated when subjects obtain a cue regarding the order of elimination,

starting from last mover and proceeding backwards. Such help is more important when

the game is more challenging, due either to an increased number of players or a more

intricate presentation. However, the cue is neither necessary nor sufficient to warrant

equilibrium behavior.

Second, decision processes are tremendously different between equilibrium and non-

equilibrium players in all treatments (baseline and complex). Two attentional variables

are especially predictive of behavior. A measure of lookup occurrence, MIN (minimum

information necessary), captures whether the subject has opened all the cells that are

essential to compute her equilibrium action, independently of how many non-essential

cells have also been opened. A measure of lookup transitions, COR (correct order of

reasoning), captures whether at some point in the decision process the subject has looked

at payoffs in the order predicted by sequential elimination of strategies, that is, from the

matrix of the player with a dominant strategy all the way to the player’s own matrix.

For the baseline treatment, equilibrium actions are 30 to 60 percentage points higher for

subjects who look at MIN than for subjects who do not, and 40 to 70 percentage points

higher for subjects who perform COR than for subjects who do not, depending on the role.2

These differences in equilibrium behavior are even bigger (never below 50 and sometimes

as high as 80 percentage points) in the more complex treatments. The conclusions are

similar for the sequential and the simultaneous timings.

Third and perhaps most strikingly, the decision process among equilibrium players is

very different between the sequential and the simultaneous versions. In the simultaneous

timing, equilibrium players are erratic in their first few lookups, examining the payoff

matrices of all players with no clear pattern. As a result, it takes them a long time to reach

the matrix of the player with a dominant strategy. We call this behavior “wandering”. By

contrast, in the sequential timing equilibrium players look promptly at the matrix of the

player moving last (the one with a dominant strategy). In both cases, however, once the

matrix of that player is reached, the subsequent lookup transitions follow very closely the

natural sequence of elimination of dominated strategies.

Our analysis has an interesting implication: even if behavior in both timings is similar

when the setting is sufficiently simple, the reasoning process is not. Unveiling the logic of

iterated elimination proves much harder for the simultaneous timing than for the sequential

timing. It is therefore natural that, as we increase the complexity of the game, Nash

2To put it in perspective, notice that in our two-action game going from random behavior to perfect
Nash would imply an increase of 50 percentage points.
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compliance decreases faster in simultaneous than in sequential.

Before turning to the analysis, we briefly review the most closely related literature. To

our knowledge, we are the first to use attentional data to reveal the underlying reasons

why timing per se affects choice. The earlier literature either focuses on attentional data

but considers only one timing, or focuses on timing but only reports behavioral findings.

Limited use of iterative dominance is a well-known experimental result, which has

been analyzed in combination with attention. There are two seminal sets of studies in the

economics literature that combine choice and information processing data. In one-shot

games, Costa-Gomes et al. (2001) find that compliance with equilibrium is high when the

game is solvable by one or two rounds of iterated dominance, but much lower when the

game requires three rounds or more. Costa-Gomes and Crawford (2006) reach similar con-

clusions in two-person beauty contest games.3 In dynamic games, there is also evidence of

the limited predictive power of backward induction in alternating offer bargaining games

(Camerer et al. (1993); Johnson et al. (2002)). Camerer and Johnson (2004) use atten-

tional data to discriminate between backward and forward induction.4 These two sets of

studies point to consistent violations of both iterated dominance and backward induction.

They also show that attentional data can help understand the cognitive limitations of sub-

jects and predict deviations from theory. Our paper borrows and marginally extends the

methodology of Costa-Gomes et al. (2001) (see section 2.2 for details). Our contribution

is to combine static and dynamic games in the same study. This allows us to determine if

decision processes are different under both timings (both unconditionally and conditional

on equilibrium play) and if these differences can account for the deviations from equilib-

rium choices observed in the data. The measures of attention we use (MIN and COR)

are very well adapted to our game and remarkably strong predictors of behavior. Notice

that decision processes (and, consequently, choices) vary across timings due to the differ-

ences in complexity to find the equilibrium in the sequential and simultaneous versions

of the game. This is closely related to the attention tracking literature that studies how

complexity affects decision processes. In a seminal study, Payne et al. (1993) show that

individuals under time pressure resort to simpler computation strategies. Reutskaja et al.

(2011) demonstrate that choice overload induces subjects to reduce the time spent looking

at each alternative but increases the total time spent on the problem.

Some earlier studies have compared behavior in sequential vs. simultaneous versions

of games that predict the same equilibrium actions. Katok et al. (2002) analyze finitely

3See also the eye-tracking studies by Knoepfle et al. (2009), Wang et al. (2010), Reutskaja et al. (2011),
Devetag et al. (2015) and Polonio et al. (2015). Armel and Rangel (2008) and Armel et al. (2008) show
that manipulation of visual attention can also affect choices.

4See also the directed cognition model of Gabaix et al. (2006) applied to individual choice problems.
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repeated two-player coordination games and find that subjects apply only a limited num-

ber of iterations of dominance (simultaneous) and a limited number of steps of backward

induction (sequential), with deviations being more prevalent in sequential than simulta-

neous. Carrillo and Palfrey (2009) study games of incomplete information and show that

equilibrium actions are more frequent when subjects observe their rival’s choice before

acting (second player in sequential) than when they do not (simultaneous or first player

in sequential). Our game is substantially simpler, in an attempt to isolate the effects of

elimination of dominated strategies. Most significantly, by studying attentional data, our

study can unveil differences in cognitive reasoning between treatments.

Finally, some studies report systematic differences in behavior when a game is pre-

sented in extensive-form rather than in normal-form. Schotter et al. (1994) argue that

differences occur because deductive arguments are more prominent in extensive-form rep-

resentations. Rapoport (1997) suggests that knowing the order induces players to frame

the game as if it was sequential even if the actions of previous players are not observed.

Cooper and Van Huyck (2003) argue that extensive-form induces players to choose the

branch where the action of the other player has meaningful consequences.5 Our game

focuses on the mirror problem since we propose different timings but the same formal

representation.

The article is organized as follows. Section 2 presents the theoretical framework, the ex-

perimental design and the hypotheses. Section 3 analyzes Nash compliance (question (1)).

Section 4 studies attentional data in conjunction with behavior (question (2)). Section 5

analyzes the determinants of equilibrium play and the effect of timing (question (3)). Sec-

tion 6 provides a cluster analysis to assess the heterogeneity in decision processes. Section

7 reports additional analyses and section 8 collects some final thoughts.

2 Theory, Design and Hypotheses

2.1 The Game

Game structure. We consider the following T -player game of complete information. For

reasons that will become obvious later, players are presented from left to right by role in

decreasing order, from role T to role 1. Player in role t ∈ {T, ..., 1} has two possible actions

at ∈ {Xt, Yt}. Her payoff depends on her action and the action of exactly one other player.

More precisely the payoff of role t ∈ {T, ..., 2} depends on the actions of role t and role

t− 1 whereas the payoff of role 1 depends on the actions of role 1 and role T . Payoffs can

5These experimental papers are related to the theoretical literature that studies whether the extensive
form representation of a game is the same as the strategic form to which it corresponds (see e.g., Kohlberg
and Mertens (1986) and Luce (1992)).
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be displayed in T matrices 2×2, one for each role, where each cell in matrix t displays the

payoff for role t from a particular pair of actions. Table 1 shows a generic representation

of the game when T = 4 with one of the payoff structures used in the experiment.6 Figure

1 provides screenshots with the information exactly as the subjects saw it (see below for

more detailed explanations).

Payoff of 4

X3 Y3

X4 15 25

Y4 30 14

Payoff of 3

X2 Y2

X3 38 18

Y3 18 32

Payoff of 2

X1 Y1

X2 14 36

Y2 30 10

Payoff of 1

X4 Y4

X1 34 26

Y1 20 12

Table 1: Example of the game with T = 4 players (shaded cell is Nash equilibrium).

Dominance solvable. A key element of the game is that payoffs are chosen in a way that

role 1 (and only role 1) has a dominant strategy. Since the payoffs of all roles depend on

their action and that of one other player, this makes the game dominance-solvable which

dramatically reduces the difficulty to compute the Nash equilibrium. For example, with

the payoffs of Table 1 and applying iterated elimination of strictly dominated strategies it

is immediate to see that the equilibrium actions of roles 1, 2, 3 and 4 are X1, Y2, Y3 and

X4, respectively (shaded cells).

Role complexity. Even though the equilibrium is obtained through a simple elimina-

tion algorithm, the level of strategic sophistication required to compute the equilibrium is

monotonically increasing as we move from the rightmost role to the leftmost role. Role 1

faces a trivial game with a dominant strategy and no need for strategic thinking. By con-

trast, in order to determine their equilibrium strategy, roles 2, 3 and 4 need to iteratively

eliminate 1, 2 and 3 strategies of the rivals, respectively. The design thus gives significant

variation across roles for a study of strategic thinking. Based on previous research with

attentional data, we expect more deviations from equilibrium behavior as the number of

strategies that need to be iteratively eliminated increases.

Sequential vs. simultaneous timing. A main objective of the experiment is to compare

cognition and behavior in sequential vs. simultaneous games that are as similar as possible.

We therefore consider two orders of moves, from now on referred as “timings.” In the

6Kneeland (2015) independently developed a very similar 4-player, 3-action game for a theoretical
and experimental study of epistemic conditions of rationality, beliefs about others’ rationality and belief
consistency. Her experiment does not compare sequential vs. simultaneous games nor uses attentional
data, the two key elements of our study.
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simultaneous version, all roles choose their actions concurrently. In the sequential version,

role t chooses her action at after observing the actions of roles T to t+ 1. Since the game

is dominant solvable from role 1, the Nash equilibrium is unique and identical under both

timings (that is, we do not need to worry about Nash equilibria of the sequential game that

are not Subgame Perfect). This is key for a meaningful comparison. Moreover, observing

the actions of roles T to t + 1 does not help the subject in role t find the equilibrium.

Indeed, both in simultaneous and sequential timings, role t needs to sequentially determine

the optimal actions of roles 1, 2, 3 all the way to t, with the choices of roles t+1 to T being

irrelevant. Finally, the formal display of the game is also identical under both timings,

with a 2× 2 payoff matrix for each role as depicted in Table 1 and Figure 1. Although the

equilibrium, steps of reasoning to reach it and display of the game are the same under both

timings, we conjecture that the mental processes likely to be employed by our subjects to

approach the game will be different.

Treatment complexity. To better assess how cognitive limitations apply in strategic

settings, we consider games with different numbers of players and different displays. First,

we study games with 3, 4 and 6 players with the same structure as the example in Table

1. As discussed above, the choice of role t in a T -player game is identical for all T : it

depends on the choices of roles 1 to t − 1 and not on those of roles t + 1 to T (which is

why we chose to label roles in decreasing order).7 This also means that, under sequential

timing, the behavior in games with different number of players by subjects in the same

role should be the same. However, we anticipate to find empirical differences. Second, we

change the formal presentation of the different roles. Role 1 is always the player to move

last (in sequential) and always the player with a dominant strategy (in both sequential

and simultaneous). However, in some treatments role 1 is always depicted in the rightmost

matrix whereas in other treatments it is presented randomly in one of the matrices. Again,

this manipulation should not affect behavior but we anticipate it might, as it makes it more

challenging to find the first strategy to be eliminated.

2.2 Non-choice data

As briefly explained in the introduction and following some of the recent literature, we

analyze not only the choices made by subjects in the experiment but also the lookup pat-

terns prior to the decision. To this purpose we use the same “mousetracking” technique as

in Brocas et al. (2014), which is a variant of the “mouselab” methodology first introduced

by Payne et al. (1993) and further developed by Camerer et al. (1993), Costa-Gomes et

7For example, role 2 in a 3-player, 4-player or 6-player game needs to perform the same iterative
reasoning in order to find the equilibrium: starting from role 1 and ignoring roles 3 and above.

7



al. (2001) and others (see Crawford (2008) and Willemsen and Johnson (2011) for surveys

of the literature and arguments for the use of non-choice data). During the experiment,

information is hidden behind blank cells. The information can be revealed by moving a

mouse into the payoff cell and clicking-and-holding the left button down. There is no re-

striction in the amount, sequence or duration of clicks and no cost associated to it, except

for the subject’s effort which we argue is negligible.8 The mousetracking software records

the sequence and duration of clicks.

The challenge with this method is the enormous amount of data it provides, which then

needs to be classified and studied systematically. Costa-Gomes et al. (2001) developed a

method to analyze attentional data. They focus on two main measures. First, whether a

particular box (e.g., one that needs to be open by subjects with a certain behavior) has

been looked at or not. They label it “occurrence.” Second, whether after opening a box,

the next one to be opened can be rationalized by a certain reasoning process. They label

it “adjacency.” This analysis of the information search process provides an imperfect yet

cheap, simple and potentially informative way to measure which information people pay

attention to. In the paper, we adapt this methodology to our game and search for different

patterns related to lookup occurrence and lookup transitions.9 We analyze lookup data

separately for each treatment, role, group size and timing.

2.3 Design and procedures

Baseline treatment. The Baseline treatment [B] consisted of 12 trials of 3-player games

and 12 trials of 4-player games for a total of 24 paid trials. We ran 6 sessions with a

sequential timing and 6 sessions with a simultaneous timing in the Los Angeles Behavioral

Economics Laboratory (LABEL) at the University of Southern California so that the

comparison of results across timings is performed between subjects.10 All participants

were undergraduate students at USC. No subject participated in more than one session

and each session consisted of exactly 12 subjects. All interactions between subjects were

computerized using a mousetracking extension of the open source software ‘Multistage

Games’ developed at Caltech.11

8Earlier experiments have always run additional treatments with open boxes. They have typically found
no significant behavioral differences between open and closed box treatments. Since we already ran 360
subjects in our experiment, we decided not to run the open box version.

9Some studies analyze also for how long has a cell been opened (lookup duration). In our preliminary
data analysis, that measure did not add information to the other two, so we ignored it.

10We conjecture that learning may carry over, but differently, from sequential to simultaneous than
from simultaneous to sequential. Although this is a fascinating possibility, it makes the data analysis
substantially more complicated. We therefore opted to have subjects playing only one order.

11Documentation and instructions for downloading the software can be found at the website
http://multistage.ssel.caltech.edu.
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After each trial, subjects learned their payoff and the actions of the other participants

in their group. This information was recorded in a “history” screen visible for the entire

session. Subjects were then randomly reassigned to a new group (of three or four subjects

depending on the game) and a new role. Before beginning the 24 paid trials, subjects had

to pass a short comprehension quiz. They also played a practice round to ensure that they

understood the rules and also to familiarize themselves with the click-and-hold method for

revealing payoffs. A survey including questions about major, years at school, demographics

and experience with game theory was administered at the end of each session. Sample of

instructions for the simultaneous and sequential timings can be found in Appendices A1

and A2. Figure 1 provides screenshots of the computer interface used in the experiment

for the simultaneous timing. The left screenshot shows the game the way our subjects saw

it (close cells). For the purpose of comparison, the right screenshot shows the traditional

version (open cells). It is important to notice that roles in the experiment are coded by

colors rather than numerical indexes to avoid cuing subjects about the order of play or the

order of elimination of strategies. At the same time, in treatment [B] we always provide

the same display where the rightmost role is the one with the dominant strategy and the

order of play in the sequential timing is from left (first mover) to right (last mover).

For the simultaneous timing, subjects were instructed of their role and their two pos-

sible actions, as depicted in Figure 1 (left). They could open as few or as many payoff

cells as they wanted. Whenever they picked an action, a “Please wait” screen appeared

until all subjects in their group had locked their choice, at which point the trial ended.

For the sequential timing, subjects saw a “Please wait” screen (without the possibility of

looking at the game) until it was their turn to move, at which point they saw a screen

similar to Figure 1 (left) except that they were instructed of the order of moves and the

actions taken by their predecessors.12 Again, once they chose an action, a “Please wait”

screen appeared until all subjects in their group had locked their choice.

Since in the simultaneous timing all the subjects in a group could concurrently analyze

the game whereas in the sequential timing subjects had to wait their turn to look at the

game, simultaneous sessions were significantly shorter than sequential sessions (75 vs. 105

minutes on average). This, however, does not indicate that subjects spent more time

analyzing the game under the latter timing.13 Individual earnings were similar across

timings. Not including the $5 show-up fee, payments averaged $15.55 in the simultaneous

timing (with a minimum of $10.50 and a maximum of $20.25) and $16.01 in the sequential

12For example, the Orange role in Figure 1 would see the sentence “Red followed by Green followed by
Orange followed by Blue” as well as the actions taken by Red (XR or YR) and Green (XG or YG).

13If anything, there is indirect evidence of the opposite: the average number of cells opened in the
simultaneous and sequential timing is 26.6 and 22.0, respectively.
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timing (with a minimum of $10.50 and a maximum of $19.75).

Figure 1 Sample screenshots of the game with close cells (left) and open cells (right)

Complex treatments. As we will develop below, our baseline treatment exhibits large

differences in lookup patterns across timings but only small differences in aggregate choices.

If the simultaneous game is truly more difficult than the sequential game, as the atten-

tional data suggests, then differences in choices across timings should be magnified when

the complexity of the game is increased. To explore this possibility, we ran two other

treatments, called “Scrambled” and “Expanded”, at the same location (LABEL) with a

new set of participants. Each treatment consisted of 3 sessions of sequential timing and 3

sessions of simultaneous timing with 12 participants per session playing 18 trials.

The Scrambled treatment [S] was identical to the baseline treatment [B] except for

the display. Contrary to [B], the order of play for the sequential timing of [S] was not

displayed in the computer screen from left (first mover) to right (last mover). Instead,

it was chosen randomly by the computer.14 However, the game was identical in that it

was always the role playing last in the sequential timing (role 1) who had the dominant

strategy. The reason for such variant was the possibility that after a few trials, a savvy

subject in [B] may realize both in the sequential and the simultaneous timing that the

rightmost player has the dominant strategy and look immediately at that matrix to start

the iterated elimination of dominated strategies.

The Expanded treatment [E] was identical to [B] except that participants played 6-

rather than 4-player games. Since, as we will see below, compliance with equilibrium

was lower for players in higher roles, we introduced this variant to study the effect of an

increase in the cognitive requirements (roles 5 and 6) on both attention and choice.

Additional treatment. Finally, we also ran a Random treatment [R] at the same time

as the Complex treatments [S] and [E]. The Random treatment [R] was identical to [B]

except that the player with a dominant strategy could be in any role. This means that

14Of course, the order of play in the sequential timing was again clearly stated.
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[R] and [S] were identical for the simultaneous timing. By contrast, [R] was significantly

simpler under sequential timing than under simultaneous timing since, in the former, the

level of strategic sophistication needed to play the equilibrium was lower whenever the

player with a dominant strategy was not the last mover.15

The sole objective of this treatment was to check whether subjects understood the

basics of the game and played the equilibrium strategy whenever it required no or minimal

strategic reasoning, independently of the role and the display. We show that this is indeed

the case. Since there is no other interesting information that can be extracted from this

treatment, we relegate the analysis of these 72 subjects to Appendix B1 and, for the rest

of the paper, focus on the 288 subjects who play treatments [B], [S] and [E].

A summary of the differences across treatments is provided in Table 2.

Treatment Order Display Group Dominant sessions subjects trials
size strategy

Baseline
Baseline [B] seq Left to Right 3 and 4 Last 6 12 24
Baseline [B] sim same as above 3 and 4 — 6 12 24

Complex
Scrambled [S] seq Scrambled 4 Last 3 12 18
Scrambled [S] sim same as above 4 — 3 12 18

Expanded [E] seq Left to Right 6 Last 3 12 18
Expanded [E] sim same as above 6 — 3 12 18

Additional
Random [R] seq Left to Right 4 Random 3 12 18
Random [R] sim same as above 4 — 3 12 18

Table 2: Summary of treatments

In Appendix C1 we present all the payoffs variants in all the treatments. These payoff

matrices are not chosen randomly. Indeed, we know from previous research (Costa-Gomes

et al. (2001), Brocas et al. (2014) and others) that (i) subjects with a dominant strategy

or who need to perform only one step of dominance (roles 1 and 2 in our game) very often

play the Nash equilibrium; and (ii) one common (though by no means universal) heuristic

for subjects who need to perform two or more steps of dominance is to best respond to

15For example, suppose that role 3 has the dominant strategy. In sequential, roles 1 and 3 do not need
to eliminate any strategy of other players to find the equilibrium and roles 2 and 4 need to eliminate one
dominated strategy of other players to find the equilibrium.
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random behavior of the opponent (level 1 in the level k model). Therefore, in order to

differentiate as much as possible Nash compliance due to equilibrium reasoning from Nash

compliance due to that particular heuristic reasoning, we chose payoffs in a way that roles

3 and above would never play the equilibrium strategy in any of the games if they best

responded to random behavior of the opponent. At the same time, all the payoff amounts

and combinations for roles 3 and above were reasonably similar in all games.

2.4 Hypotheses

The main hypotheses of our experiment are the following.

Hypothesis 1 Equilibrium choices are more frequent under the sequential than under the

simultaneous timing.

Despite an identical formal representation of the game and unique Nash equilibrium, we

expect differences in equilibrium behavior across timings for two reasons. First, observing

the actions of roles T to t+1 in the sequential order reduces the set of feasible outcomes for

role t and thus the complexity of the analysis (even though, as we previously pointed out,

these observed actions are irrelevant for decision-making). Second, even the reasoning

of role T , the first mover, may be facilitated by the knowledge of a sequential order.

Indeed, that subject may anticipate that her action will be observed by role 1, which

will trigger a sequence of choices by roles 2, 3, etc. with predictable consequences. It is

worth emphasizing that the behavioral theories typically considered in the literature (level

k, cognitive hierarchy, steps of dominance, etc.) predict no differences in choices across

timings in our game.

Hypothesis 2 Under both the sequential and simultaneous timing, lookup patterns are

different between subjects who play the equilibrium action and subjects who do not.

Equilibrium play is intimately related to the subject’s ability to iteratively find the

dominant strategy of each player. We conjecture that this ability is reflected in the way

the individual looks at the game. In particular, successful players spend relatively more

time looking at the payoff boxes that are essential to find the Nash equilibrium and they

look at those boxes in the order predicted by iterated elimination of dominated strategies.

Hypothesis 3 Lookup patterns are different in the sequential and simultaneous timings,

even among subjects who play the equilibrium strategy.

If we find differences in the frequency of equilibrium play between the sequential and

simultaneous timings, it is reasonable to assume that it will be due, at least in part, to
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differences in the cognitive demands across timings. We conjecture that such differences

can be traced to the process of information acquisition by subjects, even among those who

succeed in finding the equilibrium strategy.

3 Behavior across roles, treatments and timings

Our first objective is to describe the behavior of our participants and to assess whether

role complexity, treatment complexity and timing affect equilibrium compliance.

Figure 2 reports for each treatment the aggregate probability of equilibrium behavior

by timing and role, from the player with the dominant strategy (role 1, who moves last in

the sequential timing) to the player who needs to eliminate the highest number of strategies

to find the equilibrium (role 3, 4 or 6 depending on the treatment). For treatment [B],

we separate between the 4-player games ([B4]) and the 3-player games ([B3]). Keep in

mind, however, that [B3] and [B4] correspond to the same participants and sessions.

Comparisons between aggregate probabilities of equilibrium play are performed using a

two-sided t-test (and, unless otherwise noted, differences are reported as significant when

the p-value is below 0.05).

Figure 2 Probability of equilibrium choice by role, treatment and timing (B3: 3-player
(Baseline), B4: 4-player (Baseline), E: 6-player (Expanded), S: random order (Scram-
bled))

Figure 2 reveals that subjects understand the basics of the game. As in previous

experiments (Costa-Gomes et al. (2001); Brocas et al. (2014)), subjects with a dominant

strategy (role 1) almost invariably play the equilibrium action. They also play very close
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to equilibrium in role 2, when it requires eliminating the dominated strategy of only one

other player (between 87% and 94%, with the only exception of treatment [E] simultaneous

timing in which equilibrium choices are around 73%). Since there is almost no variance in

behavior for roles 1 and 2, we will focus on roles 3 and above for the rest of the analysis.

We make three main observations.

First, Nash compliance decreases with role from role 3 and up. All differences between

consecutive roles are statistically significant for treatments [B4] and [S]. They are not

significant for treatment [E] due to the smaller number of observations, but they become

significant when we pool observations across orders or pool two roles together. In other

words, consistent with theories of limited reasoning as well as with previous experiments on

dominance solvable games, Nash behavior is inversely related to the number of strategies

that need to be iteratively eliminated in order to find the equilibrium.16 Large deviations

covary with difficulty.

Second, Nash compliance is a function of treatment complexity. In the simultaneous

timing, equilibrium play decreases significantly within each role as we move from baseline

([B3] or [B4]) to complex treatments ([S] or [E]). This is indicative that, just as we

expected, removing the presentation cue and adding players makes the game more difficult.

By contrast, in the sequential timing, the difference between baseline and complex is

significant only for role 3 in [E], which suggests that adding irrelevant players or mixing

the presentation is not enough to make the problem more difficult in the sequential timing.

Finally, Nash behavior also depends on timing. In the complex treatments, equilibrium

play within a role is less frequent under simultaneous than under sequential timing. The

difference is highly significant for [S] but not for [E], again due to the smaller number of

observations (the difference in [E] becomes significant once we pool two roles together).

This trend is less pronounced in the baseline treatment (it is significant only for role 3 in

[B4]), which suggests the existence of an interaction between timing and complexity.

Summary. The analysis in this section answers our first question, namely whether behavior

differs across timings. Nash compliance is close to 1 for simple choices (roles 1 and 2)

and it decreases significantly with role and treatment complexity. Nash compliance is

significantly lower in simultaneous than in sequential when treatments are sufficiently

complex, providing support for the effect of timing on behavior (Hypothesis 1).

16In a previous version, we conducted an exhaustive test of limited cognition theories (level k and steps
of dominance) and found that level k explains reasonably well the aggregate behavior of our subjects.
However, neither level k nor steps of dominance predict the observed differences in choices and lookups
across timings (see below). Since differences in lookups between equilibrium and non-equilibrium players
and differences in lookups and behavior across timings are the two novel questions addressed in the paper,
we decided to remove the level k analysis, but it is available upon request.
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We would like to note that the results cannot be parsimoniously rationalized with the-

ories based on best response to the empirical distribution or other-regarding preferences.

For the sake of brevity and to facilitate the flow of exposition, we relegate these discussions

to section 7.

Although interesting, these results are expected and do not constitute the main thrust

of the paper. Indeed, the novelty of the analysis is to use attentional data to determine

why the simultaneous timing is associated with a lower Nash frequency compared to the

sequential timing, even though Nash equilibrium and existing theories of limited reasoning

do not predict differences in choices. We also want to use lookups as a predictor of choices.

4 The attentional correlates of behavior

One challenge with attentional measures is the large amount of data they provide. For

example, subjects in our experiment open as many as 228 payoff cells in one single trial.

Finding sensible ways to filter the data is a key step in the analysis of lookups.

4.1 Lookup occurrence as a predictor of equilibrium choice

The simplest measure of attention is occurrence of lookups. Occurrence is a binary variable

that takes value 1 if a payoff cell has been opened and 0 otherwise.

For each role of each game in each treatment we can determine which cells must

imperatively be opened in order to find the Nash equilibrium. We call this set of cells the

“Minimum Information Necessary” or MIN. For example, role 1 in simultaneous games

needs to open all 4 cells of her payoff matrix in order to find her optimal strategy. MIN for

other roles can be determined recursively using a simple backward induction algorithm.

In Appendix C2, we describe for treatment [B] the cells that belong to MIN by role and

order of moves. The logic is similar for treatments [S] and [E].

We want to highlight two simple but crucial points regarding lookup occurrence. First,

a subject who looks at MIN may or may not compute the Nash equilibrium. However, a

subject who does not look at MIN cannot have performed the traditional game theoretic

reasoning needed to play the Nash equilibrium. In other words, opening a cell is a necessary

but not sufficient condition for a subject to pay attention and understand the implications

of the information. In that respect, MIN is a very conservative measure of attention.

Second, MIN is defined from the perspective of an outside observer (the experimenter)

who is aware of the payoffs behind all cells. A subject cannot know ex ante what the MIN

set is, and therefore she will likely open many more cells than those exact ones. For this

reason, we classify an observation as MIN as long as the subject opens all the cells in the

MIN set, independently of how many of the other non-essential cells she also opens. An

15



observation is classified as ‘notMIN’ if the subject does not open at least one of the cells in

the MIN set, again independently of how many of the other non-essential cells she opens.

Figure 3 reports for roles 3 and above, for both timings and for all treatments the

percentage of observations where subjects look at the MIN set (Pr[MIN]). It also shows

the probability of equilibrium behavior conditional on MIN and conditional on notMIN

(Pr[Nash |MIN] and Pr[Nash | notMIN]).

Figure 3 Equilibrium choice based on lookup occurrence (MIN).

Not surprisingly, MIN lookups decrease with role. This is in part explained simply by

the fact that the set of MIN cells is larger for higher roles (so statistically less likely).

The interesting results relate to choices conditional on lookups. In treatment [B], the

likelihood of playing Nash after looking at MIN is high, often close to 1, and decreases 29

to 63 percentage points when subjects do not look at all the essential cells. Results are

even more dramatic in the more complex treatments. Indeed, in treatments [S] and [E],

playing Nash conditional on looking at MIN is still very high (83% and above) whereas

playing Nash conditional on not looking at MIN is even lower than before (13% to 33%).

The resulting differences in Nash choices between MIN and notMIN are as high as 80

percentage points. All these differences are statistically significant at the 1% level, using

a two-sided t-test. Overall, Figure 3 suggests that MIN lookup is an excellent predictor

of equilibrium choice. It is also a better discriminant of behavior when the decision is

more difficult (higher roles, complex treatments). This is natural, since in more difficult

settings it is less likely that a subject who does not understand the logic of elimination of

strategies opens the “right” cells just by chance.

4.2 Lookup transitions as a predictor of equilibrium choice

To study lookup transitions, we construct the following coarse yet informative measure.

For each subject in each trial we determine which role’s payoff matrix a subject opens
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(independently of the cell(s) within that matrix), and then record the string of transitions

between the matrices of the different roles. This means that we ignore the number of clicks

in a cell as well as the transitions within the matrix of a certain role t. So, for example,

a string ‘312’ for a subject in role 3 would capture an individual who first opens one or

several cells in her own payoff matrix (role 3), then moves to the payoff matrix of role

1 before finally stopping at the payoff matrix of role 2.17 For reference, strings in our

experiment contain between 0 and 50 digits.

Once these strings are created, we determine for each trial whether the string of a

subject in role t contains what we call the “Correct Order of Reasoning” or COR, which

is defined as the sequence of transitions between adjacent matrices from the matrix of the

role with a dominant strategy to the subject’s own matrix: 123...t. Intuitively, displaying

this sequence should be a strong indicator that the subject follows the logic of elimination

of dominated strategies from role 1 to role 2, and so on until role t.18 As in the case

of MIN, we only determine whether the COR sequence is included in the entire string,

independently of how many transitions are contained before or after the COR portion of

the string. An observation is classified as ‘COR’ if the COR sequence is contained in the

string and ‘notCOR’ if it is not contained.

Figure 4 reports the average probability that a trial contains the correct sequence

(Pr[COR]), by role, timing and treatment. It also presents the probability of Nash choice

conditional on performing the correct sequence (Pr[Nash |COR]) and conditional on not

performing the correct sequence (Pr[Nash | notCOR]).

We find that COR is also an excellent predictor of equilibrium behavior, possibly

better than MIN. The probability that a subject displays the COR sequence in her string

of lookups consistently decreases with role complexity.

Equilibrium behavior in treatment [B] given COR is consistently above 90% and drops

dramatically under notCOR. Nash choices in that treatment are 43 to 69 percentage points

higher given COR than given notCOR, which is an equal or bigger difference than when

we conditioned on MIN. Again, the effect is larger in the more complex treatments [S]

and [E], where the differences are as high as 83 percentage points. (All the differences in

probability of Nash behavior given COR and notCOR are statistically significant at the

17For this particular analysis of lookup transitions, it is key that each matrix contains payoffs of one and
only one role, contrary to the traditional normal form representation in game theory. There is obviously a
significant loss of information in using this coarse partition. However, it turns out to be highly informative.

18For roles 4, 5 and 6, we allow also one transition between adjacent matrices in the opposite direction
because it seems plausible that a subject may forget some payoff and double check it before restarting the
reasoning. So, for example, we allow 1234 but also 123234. However, we never allow transitions between
non-adjacent matrices, such as 123134. In principle, we could also allow two or more transitions between
adjacent matrices in the opposite direction (for example, 12323234). Adding them would not change
significantly the results as these strings are very rare.
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Figure 4 Equilibrium choice based on lookup transitions (COR).

1% level, using a two-sided t-test). Overall, COR is an extremely strong indicator that

the subject understands the unraveling logic of the game. Finally, the difference between

Pr[Nash |COR] and Pr[Nash | notCOR] is very similar under both timings, which suggests

that the difference in Nash behavior across timings for complex treatments are mostly the

result of differences in the ability of performing the COR sequence and not in the ability

to transform such reasoning into Nash play.

Summary. This section has addressed our second question: Are lookup patterns different

between equilibrium and non-equilibrium players? We have shown that equilibrium can

be traced to decision processes (Hypothesis 2). In particular, being attentive to all the

cells necessary to reach a Nash decision (MIN) and browsing through them in the order

predicted by the elimination of dominated strategies algorithm (COR) are highly predictive

of equilibrium behavior. Furthermore, the likelihood of MIN lookups and COR sequences

decreases as role and treatment complexity increases. This suggests that directing lookups

correctly is more challenging when the game is more difficult to analyze.

5 The path to equilibrium play

The objective of this section is to study the thinking process of Nash compliers and to

better assess the effect of timing on that reasoning. To address that question, we provide

two complementary approaches. In the first, we focus on trials resulting in equilibrium

behavior and we compare lookup transition patterns across timings. In the second, we

perform a regression analysis to assess how timing contributes to equilibrium play.
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5.1 Lookup transitions among equilibrium players

Denote by tt′ the transition from the payoff matrix of role t to the payoff matrix of role

t′. Each string constructed in section 4.2 is then made of a sequence of transitions tt′.

We can then group all the transitions of a string into three categories. First, “backward”

transitions. These are the transitions from the matrix of role t to the matrix of the role

affected by the action of role t (the adjacent transitions from 1 to 2, 2 to 3 and all the

way to T , as well as the transition from T to 1 which wraps the argument up). These

transitions follow the backward induction argument which is key to solve the game: “if t

chooses action at, then t+1 should choose action at+1, etc.” They closely relate to the COR

sequence idea developed in the previous section. Second, “forward” transitions. These are

the transitions from the matrix of role t to the matrix of the role whose action will affect

the payoff of role t (the adjacent transitions from T to T − 1, T − 1 to T − 2 and all the

way to 1, as well as the transition from 1 to T ). These are natural transitions to look at,

in order to determine potential payoffs associated to a certain strategy. However, they are

misleading in that they go against the backward induction argument and therefore do not

help solving the game. All transitions in 3-player games are either backward or forward

transitions. The remaining transitions in 4-player and 6-player games are what we call

“non-adjacent” transitions, since they skip one or more roles.

Figure 5 presents for roles 3 and above and for each treatment, the proportion of

backward, forward and non-adjacent transitions. Recall that we are interested in studying

differences in cognitive processes between timings in trials that result in equilibrium play,

so we focus exclusively on those trials.

Figure 5 shows that the pattern of transitions is very different between the sequential

and simultaneous timing. At the same time, differences are stable across roles and treat-

ments. As expected, non-adjacent transitions are always rare.19 More interestingly, in

treatment [B] the overall ratio between backward and forward transitions is around 3 for

the sequential timing (75%-25%) and around 1.5 for the simultaneous timing (60%-40%),

whereas random lookups would predict a ratio of 1. The difference in ratios between

sequential and simultaneous timings is slightly bigger in the complex treatments (except

for role 3 in treatment [E]). The result suggests that imposing a sequential timing directs

subjects into looking at the matrices in the ‘right’ way, and that this cue provided by

sequentiality becomes more helpful when the game is more complex to analyze.

To further investigate the differences in lookup transitions between timings, we con-

struct the same table of transitions, except that we condition on the subject having reached

19In 3-player games there aren’t any non-adjacent transitions but in 6-player games, random lookup
would result in 60% non-adjacent, 20% backward and 20% forward transitions.
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Figure 5 Proportion of backward, forward and non-adjacent transitions for Nash trials.

the payoff matrix of role 1. More precisely, we remove from the string all the transitions

that occur before reaching the matrix of role 1 for the first time. We also remove the

observations where the subject never looks at role 1’s matrix.20 The reason for such anal-

ysis is the conjecture that a main difficulty in finding the equilibrium, specially in the

simultaneous case, lies in realizing how the behavior of role 1 is the key to unravel the

choices of roles 2, 3 and up. The results are summarized in Figure 6.

Once the subject has looked at the payoff matrix of role 1 for the first time and condi-

tional on playing Nash, backward transitions become overwhelmingly prevalent (between

81% and 93% with most ratios between backward and forward transitions above 6, except

for the outlier role 3 in treatment [E]). Perhaps more surprisingly in light of Figure 5, the

ratios are now remarkably similar under both timings. Overall, Figures 5 and 6 confirm

that the reasoning process is very different under the sequential and simultaneous timings,

even for subjects who succeed in playing the equilibrium strategy. It also provides a strong

indication of what these differences are. In simultaneous games, it is harder to realize that

the choice of role 1 is the key to determine the optimal behavior of roles 2, 3 and above.

As a result, transitions are more erratic than in sequential games, with considerable back

and forth lookups between matrices. However, once the payoff matrix of role 1 is hit

under either timing, the dominant strategy is found, and the transition sequence 12...t is

triggered fast and efficiently.

20These are 13.2% of the observations (recall that we are focusing only on Nash trials).
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Figure 6 Proportion of backward, forward and non-adjacent transitions for Nash trials,
conditional on reaching the payoff matrix of role 1.

5.2 Regression analysis: predicting choice from lookups

The last step of the aggregate analysis consists in using the lookup data to predict choices.

We treat each trial as a separate observation and estimate standardized marginal effects.

More specifically, we determine the change in probability that the subject plays the equi-

librium action for one standard deviation change in each independent variable, keeping

everything else constant. The effects are measured at mean values of the independent

variables (in Appendix C3 we report the basic statistics for these variables). We run

three regressions to study separately predictive margins by treatment. We pool together

observations in both timings and consider only roles 3 and above.

Our first set of regressions (columns 1, 3 and 5) considers dummy variables for timing

(seq = 1 when the game is sequential and 0 otherwise) and role (role4 for treatments [B]

and [S] and role4, role5, role6 for treatment [E]). To study the possibility of learning, we

also include a dummy variable that takes value 1 for the observations in the second-half

of the trials (late). These regressions provide a benchmark to assess whether equilibrium

play depends on sequencing and number of steps of dominance needed to solve the game

as well as to determine if subjects change their behavior over the course of the experiment.

Since we are interested in the predictive power of attentional data, the more compre-

hensive regressions (columns 2, 4 and 6) also include variables related to lookup occurrence

and transitions. For occurrence, we introduce a dummy variable that takes value 1 if the

subject looked at all the MIN cells, independently of how many other cells he looked
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at, and 0 otherwise (min). For transitions, we introduce two variables: the total num-

ber of transitions (total) and the percentage of transitions that are backward transitions

(%-backward). We choose these variables because, according to our previous results, min

and %-backward are good candidates to explain equilibrium behavior. Furthermore, total

intuitively captures the total attention and effort put by a subject in thinking about the

game. Other interesting lookup variables are highly correlated with the variables in our

regression, and therefore omitted.21 The objective of these regressions is to ascertain the

explanatory power of these three lookup variables as well as to determine if the effects

of timing, role and learning on equilibrium choice emphasized in the previous regressions

persist after the introduction of attentional measures. Results are presented in Table 3.

Treatment

[B] [B] [S] [S] [E] [E]

seq 0.023∗ -0.001 0.117∗∗∗ 0.069∗∗ 0.043∗ 0.004
(0.012) (0.011) (0.020) (0.022) (0.017) (0.023)

late 0.088∗∗∗ 0.045∗∗∗ 0.104∗∗∗ 0.058∗∗ 0.117∗∗∗ 0.044
(0.012) (0.011) (0.020) (0.022) (0.018) (0.023)

role4 -0.049∗∗∗ -0.039∗∗∗ -0.088∗∗∗ -0.028 -0.020 0.010
(0.008) (0.008) (0.017) (0.019) (0.018) (0.024)

role5 — — — — -0.038∗ -0.002
(0.018) (0.024)

role6 — — — — -0.082∗∗∗ -0.019
(0.018) (0.024)

min — 0.126∗∗∗ — 0.271∗∗∗ — 0.380∗∗∗

(0.012) (0.026) (0.029)

total — -0.007 — -0.066∗∗ — -0.005
(0.010) (0.021) (0.026)

%-backward — 0.149∗∗∗ — 0.239∗∗∗ — 0.171∗∗∗

(0.016) (0.032) (0.037)

# obs. 1440 1436 648 648 864 858

Marginal effects. Standard errors in parentheses. ∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001

Table 3: Probit regression (standardized marginal effects) of Nash behavior by treatment

From columns 1, 3 and 5 we notice that equilibrium behavior is more prevalent in

21For example, a natural candidate would be COR, but it is highly correlated with both min and
%-backward and worse at discriminating between sequential and simultaneous.
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sequential timing and roles closer to the dominant strategy (with the exception of role 4

in treatment [E]). These results confirm the behavioral findings of section 3. There is also

significantly more equilibrium choices in the second-half of trials, suggesting that some

subjects learn how to play the equilibrium over the course of the experiment, in part due

to their experience in different roles and in part due to the feedback on performance.

The effect of attentional variables can be identified in columns 2, 4 and 6. A one-

standard deviation change in MIN occurrence (min) increases the probability of choosing

the equilibrium action between 13% and 38% and is highly significant. The same is true

for backward transitions (%-backward), where a one-standard deviation change increases

equilibrium choices between 15% and 24%. The regressions confirm the results highlighted

in section 4 that these measures of attention are excellent predictors of equilibrium choice.

We also find that the total number of transitions (total) is either not significant (treatments

[B] and [E]) or a negative indicator (treatment [S]) of equilibrium choice. It means that

playing the equilibrium is not just about trying hard, spending time on the game, or

thinking about payoffs and their consequences. Indeed, conditional on looking at MIN

and having a high fraction of transitions in the ‘right’ direction, subjects who spend more

time on the game perform on average (weakly) worse. This captures an interesting kind of

misguided search, or “wandering,” that we will explore in more detail in the next section.

Once we introduce attentional measures, the magnitude and significance of the timing

variable (seq) decreases in treatment [S]. It becomes virtually zero (and not significant) in

treatments [B] and [E]. This suggests that the differences in equilibrium choices between

the two timings can be accounted for the most part by our two simple attentional measures.

Finally, these measures of cognition also partly account for the increase in equilibrium

behavior over the course of the experiment, though a moderate amount of learning persists

in treatments [B] and [S] after we control for them. In section 7.4, we further explore those

changes in equilibrium choices.

Summary. This section has answered our third question: Are decision processes condi-

tional on equilibrium choices different across timings? As conjectured in Hypothesis 3,

equilibrium players exhibit different information search processes in sequential and simul-

taneous. In particular, timing affects how fast subjects find the role with the dominant

strategy. However, once a subject arrives at the payoff matrix of that role, the unraveling

logic of elimination of dominated strategies is performed equally efficiently under both

timings. As a consequence, once we control for lookups variables, timing has at most a

small impact on Nash compliance.
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6 Accounting for heterogeneity

Our choice and lookup data have revealed that complexity affects the likelihood to attend

to key features of that game, and hence to play at equilibrium. Still, different subjects are

affected differentially by complexity. To describe this heterogeneity, we use the attentional

data to group individuals with the objective of finding common lookup patterns. We

follow the clustering methodology developed by Brocas et al. (2014) (this method has

subsequently been used successfully in eye-tracking studies such as Devetag et al. (2015)

and Polonio et al. (2015)). An advantage of clustering is that it does not impose any

heterogeneity structure and rather describes the heterogeneity found in the data as it is.

6.1 Using only attentional measures to cluster individuals

As highlighted in section 4, there are several attentional variables that contribute to explain

choices and these variables are often correlated with each other. In our experiment, the

string of lookup transitions is a rich and promising measure that can help differentiate

subjects who do and do not follow the logic of elimination of dominated strategies. We

therefore focus on this aspect of attention at the expense of lookup occurrence, which

may be more noisy and variable. More precisely, we take the string of transitions created

in section 4.2 and build the following two variables for each subject. First, %-cor : the

percentage of trials where the individual performs the COR sequence, which we know is

highly predictive of equilibrium behavior. Second, pre-cor : the average number of matrices

opened by the subject before starting the COR sequence. This includes the whole string of

transitions when the COR sequence is not performed. It provides a measure of how much

the subject looked around before realizing (or not) the COR sequence.22 We informally

refer to this second variable as the level of wandering.23 The choice of these two variables

relies heavily on the analysis in sections 4.2 and 5.1, where we reached three conclusions

regarding lookup transitions: they are an excellent predictor of equilibrium behavior, they

widely differ between sequential and simultaneous timings even among subjects who play

the equilibrium strategy, and most of the heterogeneity is concentrated on transitions

before reaching the matrix of role 1.

22We choose average rather than percentage of matrices opened before the COR sequence to distinguish
subjects who do not reach the COR sequence after opening few boxes from those who do not reach the COR
sequence after opening many boxes. Percentage would be closer to the “density” measure of Costa-Gomes
and Crawford (2006).

23We also explored a third variable: the number of matrices opened after the COR sequence, which
we call “post-wandering”. We found little variance across subjects and no systematic patterns for this
variable, so we did not include it in the analysis.
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6.2 Clustering individuals separately in sequential and simultaneous

Given the similarities in lookup transitions across treatments and the significant differences

across timings, we pool all treatments together but perform a separate cluster analysis

for subjects playing under sequential and simultaneous timings respectively. We also

concentrate on the behavior of roles 3 and 4, since there is not enough variance for roles 1

and 2 and there is no data for roles 5 and 6 in treatments [B] and [S]. For each timing, we

group the 144 participants in clusters based on the two variables described above: %-cor

and pre-cor in roles 3 and 4. There is a wide array of heuristic clustering methods that

are commonly used but they usually require the number of clusters and the clustering

criterion to be set ex-ante rather than endogenously optimized. Mixture models, on the

other hand, treat each cluster as a component probability distribution. Thus, the choice of

number of clusters and model can be made using Bayesian statistical methods (Fraley and

Raftery, 2002). We implement model-based clustering analysis with the MClust package

in R (Fraley and Raftery, 2006).24 Technically, the methodology is the same as Brocas

et al. (2014). Conceptually, there are two differences. First, Brocas et al. (2014) cluster

individuals based on lookups and choice. Clustering only on lookups allows us to study

whether a classification made solely on attentional data has a good predictive power of

choice. Second, Brocas et al. (2014) introduce six variables. Reducing them to only two

makes the comparison across clusters easier. The risk, of course, is to have an insufficient

number of variables to adequately discriminate behavior.

The MClust package requires to set a maximum number of clusters and a maximum

number of models. The default values are nine clusters and ten models, allowing cluster

distributions to be diagonal, spherical or ellipsoidal and clusters to have equal or varying

volumes, shapes and orientations. It then finds the combination of model and number

of clusters that yields the maximum Bayesian Information Criterion (BIC).25 With the

default parameters, the models that maximize BIC have seven clusters in the sequential

timing and nine clusters in the simultaneous timing. Upon closer inspection, we noticed

that the maximum BIC is virtually identical for five clusters and above under each timing

whereas the interpretation of the data is more contrived the higher the number of clusters.

We therefore decided to constrain the maximum number of clusters to five and keep the

24Under this method, data is viewed as coming from a mixture density with several components, each
representing a cluster. A cluster is modeled as a multi-dimensional gaussian distribution with cluster spe-
cific mean and variance-covariance matrix. Geometric features of the clusters (shape, volume, orientation)
are determined by the variance-covariance matrices, which can be parametrized in various ways.

25Specifically, hierarchical agglomeration finds the classification for each model given one to nine clusters.
This classification then initializes the Expectation-Maximization algorithm, which does maximum likeli-
hood estimation for all models and number of clusters. Finally, the BIC is calculated for each combination,
adding a penalty term on the number of parameters to the log-likelihood.
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default maximum number of models. Under this constraint, the model that maximizes

BIC in sequential has five clusters with diagonal distribution, variable volume, equal shape

and coordinate axes orientation. The model that maximizes BIC in simultaneous has

three clusters with ellipsoidal distribution, equal volume, variable shape and variable axes

orientation.26

Table 4 shows for each timing the summary statistics of the average value within each

cluster of the two variables considered in the analysis (%-cor and pre-cor) as well as the

number of subjects in each cluster (total and by treatment). For reference, it also shows

the average performance of subjects within a cluster in terms of percentage of equilibrium

choice in the relevant roles 3 and 4 (% Nash) and percentage of MIN lookups also in roles

3 and 4 (% MIN). Recall, however, that these two variables are not used in the clustering.

Figure 7 provides a graphical depiction of the five clusters in the sequential timing (left)

and the three clusters in the simultaneous timing (right). Each individual is represented

in a two-dimension space. In the x-axis, we mark the proportion of role 3 and role 4

trials where the individual performed the COR sequence (%-cor). In the y-axis, we mark

the average number of matrices the subject has opened prior to the COR sequence (pre-

cor). Subjects in different clusters are represented with different shapes and colors. The

∗ symbol represents the mean value of %-cor and pre-cor in the cluster. The dashed lines

capture the two eigenvalues of the variance-covariance matrix of the cluster and give the

variances along the principal directions. Finally, the ovals are the contours of the bivariate

Normal distribution.27

Under the sequential timing, about 20% of subjects (cluster A) seem to be lost: they

wander for some time, very rarely perform the COR sequence and play the equilibrium

strategy less frequently than dictated by chance. Another 20% of subjects (cluster B),

try harder on average, perform long strings of transitions but reach the COR sequence

only half of the time, which translates into equilibrium choice only slightly more often than

random choice would predict. This group has the largest variance in the number of lookups.

Finally 60% of subjects (clusters C, D and E) reach reasonably fast the COR sequence

and play Nash consistently. Of these, cluster E (almost 20% of individuals) is the absolute

portrait of rationality: perfect levels of COR sequence and Nash choices and extremely low

26The BIC of the unconstrained models are -486.2 (sequential, seven clusters) and -516.2 (simultaneous,
nine clusters) whereas the BIC of the constrained models are -502.1 (sequential, five clusters) and -521.8
(simultaneous, three clusters), so the difference in performances between constrained and unconstrained
are indeed minor.

27Intuitively, a smaller eigenvalue (and therefore a narrower oval) means a more concentrated distribution
around the mean in a given direction. From Figure 7, notice the horizontal and vertical directions of the
eigenvalues and the identical shape of the contours in the sequential timing. Notice also the identical
volume of contours in the simultaneous timing.
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sequential

Cluster A B C D E all

%-cor † 5.4 49.0 81.0 100 100 64.4
pre-cor † 3.3 3.9 2.1 2.3 0.6 2.4

% subjects ‡ 21% 20% 30% 10% 19% 100%
(13, 7, 10) (16, 7, 6) (22, 11, 10) (5, 3, 6) (16, 8, 4) (72, 36, 36)

% Nash 40.0 54.9 81.5 97.2 98.8 72.5
% MIN 10.0 55.7 74.5 94.4 90.6 62.4
† Roles 3 and 4 only; ‡ Number of subjects from treatments ([B], [S], [E]) in parenthesis.

simultaneous

Cluster A B C all

%-cor † 2.6 39.6 86.0 53.7
pre-cor † 3.1 3.3 2.7 3.0

% subjects ‡ 25% 26% 49% 100%
(16, 10, 10) (15, 13, 9) (41, 13, 17) (72, 36, 36)

% Nash 31.1 48.3 85.7 62.7
% MIN 8.1 41.8 84.1 54.6
† Roles 3 and 4 only
‡ Number of subjects from treatments ([B], [S], [E]) in parenthesis.

Table 4: Summary statistics by cluster (behavior in roles 3 and 4 only).
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Figure 7 Cluster based on likelihood of performing the COR sequence (%-cor) and level
of wandering (pre-cor) for the sequential (left) and simultaneous (right) timings.

wandering.28 Overall, there is a hump-shaped relationship between COR sequence and

wandering. For the extreme levels of COR, subjects have low wandering either because

they know where to look (clusters C, D and E) or because they are clueless (cluster A). In

the middle (cluster B), subjects struggle and play Nash sometimes. The representation of

subjects from each treatment is remarkably stable with a ratio reasonably close to 2:1:1

in all clusters. Notice also the clear relationship between the average frequency of COR

sequence, MIN lookup and Nash choice across clusters. Taken together, these relationships

reinforce the idea discussed in section 5.2 that “effort” (captured with total lookups) is

not a good proxy for performance (captured with Nash play): few lookups can be a sign

of either giving up or having a clear knowledge of what to do, whereas significant lookups

is typically associated with low or intermediate levels of performing COR sequence and

playing the equilibrium strategy.

The picture looks similar under the simultaneous timing, although with some subtle

differences. First, the statistical model groups the most rational players in one (C) rather

than three (C, D, E) clusters. Within cluster C, we still observe a number of subjects

with lookups and choices very close to pure rational, but fewer than under the sequential

28Recall that a subject who first looks at his own payoff matrix and then performs the COR sequence
would show a value of 1 in pre-cor, which means that many of these subjects go directly to the matrix of
role 1. This is the behavior and lookup pattern we would expect of a subject trained to perform sequential
elimination of strictly dominated strategies.
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timing. Second, the extra difficulty posed by the simultaneous timing in finding the

role with the dominant strategy translates into a higher level of wandering on average

(3.0 vs. 2.4). Wandering is also less heterogenous across clusters. In other words, since

even rational players (especially in treatment [S]) need to spend time to find the role

with a dominant strategy, we lose the interesting hump-shaped relationship between COR

sequence and wandering. We also notice that subjects are more likely to be classified as

rational in treatment [B] compared to the more complex treatments [S] and [E]. This is

again consistent with the fact that Nash play, MIN lookup and COR sequence are less

frequent when treatment complexity increases under simultaneous timing.

6.3 Clustering individuals using the entire sample

As a robustness check, we performed a cluster analysis with all 288 subjects pooled to-

gether. Details of the formal study and results can be found in Appendix B2 and are

summarized as follows. In general, we found the same qualitative conclusions as in the

analysis separated by timing: a hump-shaped relationship between COR sequence and

wandering, and highest variance in wandering for subjects who perform the COR sequence

with medium and low frequency.

The analysis provides also two new insights. First, the most rational cluster (perfect

COR, perfect Nash, almost no wandering) is mostly composed of subjects playing the

sequential timing, whereas the clusters that never perform COR have a majority of players

in the simultaneous timing. For the other clusters, there is a mix of subjects from both

timings. Second, the model with all individuals endogenously separates subjects based

mostly on the COR variable; it imposes very small variability in COR and allows large

variability in wandering. In fact, only subjects with COR exactly at 100% and COR

exactly at 0% are further separated in two clusters, depending on their level of wandering.

In other words, among the subjects who always perform COR and play Nash, there is a

group who immediately understands the game and another who necessitates to look more

carefully. On the other extreme, among the subjects who never perform COR and rarely

play Nash, there is a group who gives up easily and another who tries hard.

Summary. The cluster analysis shows that the population is composed of different behav-

ioral types using different cognitive processes. A group of subjects immediately reaches the

correct lookups and converts them into Nash choices, while another group keeps wander-

ing, rarely discovers the logic of the game or plays at equilibrium. A third group exhibits

intermediate patterns of lookups and choices. Timing affects significantly the relative

proportions of subjects in each group.
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7 Other analyses and extensions

In this section we briefly describe some additional analyses.

7.1 Empirical best response (EBR)

One could argue that non compliance with Nash equilibrium may arise because a subset of

players do not play at equilibrium, leading others to best respond to non-equilibrium play.

To test that theory, we compare the expected payoff of playing each action, for each game,

each role, each treatment and each timing, assuming the opponents play according to the

empirical probabilities. In our data, for roles 2, 3 and 4, playing Nash is the empirical

best-response (EBR) in all games, all treatments and both timings.29 By contrast, for roles

5 and 6 of treatment [E], playing Nash coincides with the EBR only about one-fourth of

the time. More precisely, in the sequential order, Nash is EBR in all 9 games for role 5

and 1 out of 9 games for role 6. In the simultaneous order, Nash is never EBR for roles 5

or 6.

Thus, in our two-action game, a theory based on EBR can potentially account for the

choices in treatment [E] of roles 5 and 6 in simultaneous and role 6 in sequential. However,

this theory predicts in particular that role 4 will play Nash with probability 1, while role

5 will play Nash with probability 0. We do not observe such sharp decline empirically.

On the contrary, the probability of equilibrium behavior in the simultaneous version of

treatment [E] is 0.50 for role 4 and 0.47 for role 5.

Furthermore, if the most thoughtful subjects were playing EBR, then we would observe

that MIN and COR are predictors of EBR and not of Nash whenever the two do not

coincide. Table 5 shows that this is not the case.

Overall, our data suggests that subjects who look at all the payoffs necessary to com-

pute the Nash equilibrium and those who look in the order predicted by sequential elim-

ination of dominated strategies are more likely to play Nash, independently of whether

that strategy is profit maximizing given the behavior of their peers.

7.2 Other regarding preferences

Non compliance with Nash equilibrium could result from other regarding concerns. To see

that this is likely not the case in our experiment, suppose that players are willing to sacrifice

money to reduce inequality, benefit the worst-off player or increase total payoff (as e.g., in

Fehr and Schmidt (1999) or Charness and Rabin (2002)). Within the usual range of social

29Of the 216 games, there is one exception: game 9, treatment [E], simultaneous order, role 4 where the
best response is to not play Nash.

30



sim sim seq
[E] - Role 5 [E] - Role 6 [E] - Role 6

Pr[Nash |MIN] 0.83 0.87 0.87
Pr[Nash |notMIN] 0.20 0.17 0.20

Pr[EBR |MIN] 0.17 0.13 0.13
Pr[EBR |notMIN] 0.80 0.83 0.80

Pr[Nash |COR] 0.97 0.96 0.91
Pr[Nash |notCOR] 0.20 0.17 0.21

Pr[EBR |COR] 0.03 0.04 0.09
Pr[EBR |notCOR] 0.80 0.83 0.79

Table 5: Nash and empirical best response choices based on MIN and COR lookups

preferences parameters, equilibrium behavior is optimal in our games. Furthermore, since

the payoff structures are very similar for roles 2 to T , if we were to observe deviations due

to social preferences, these should be similar across roles, treatments and timings. This

is not what we observe in Figure 2. In sum, social preference theories do not capture the

differences in behavior across roles, timings and treatments observed in our game.

7.3 Other measures of lookup occurrence

Although MIN lookups are extremely indicative of equilibrium behavior, we can also think

of other (complementary) attentional measures that can be suggestive of Nash play for

roles 3 and above. First, we determine whether subjects who look relatively more at their

own payoffs play the equilibrium strategy less often. This is based on the conjecture that

self-centeredness is a sign of insufficient strategic thinking. In our data and consistent

with this idea, we find that in trials where the choice is consistent with Nash, subjects

spend 10 to 25 percentage points less on their own payoff matrix than in trials where the

choice is not consistent with Nash. Second, for each subject we compute the proportion

of observations with at least one lookup at the payoff matrix of role 1, the key matrix

to initiate the elimination of dominated strategies. Not surprisingly given the results on

MIN and COR, we find that in trials where the choice is consistent with Nash, subjects

look at role 1’s matrix 80 to 94 percent of the time whereas in trials where the choice is

not consistent with Nash, subjects look at that matrix only 6 to 47 percent of the time.

Overall, the analysis suggests that there are many different measures of attention (often

correlated) that can help us understand better the reasoning process of individuals and

that creativity in finding the appropriate lookup measures is essential when studying the
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data. Details of the results can be found in Appendix B3.

7.4 Learning

In section 5.2 we have found some evidence of changes in behavior over the course of the

experiment. This is not surprising. After all, the structure of the game is identical in

all trials and subjects receive feedback after each one. Most importantly, subjects change

roles so playing in a certain position may help them understand the strategy of their peers

and how to best respond to it.

To study learning, we employ the same method as we did in the regression of Table 3,

namely we divide the sample into first- and second-half of trials and perform the analysis

on each subsample. We find a substantial amount of learning over the course of the

experiment. Nash choices increase significantly between the first and second half of the

experiment for all roles and treatments of the simultaneous order and for roles 4 and above

in all treatments of the sequential order. Interestingly, this increase is mainly the result

of a change in lookup patterns and not so much of a change in how lookups translate into

choices. Indeed, the probability of performing the MIN lookup and the COR sequence

increases very significantly over time. By contrast, the likelihood of transforming such

lookups into equilibrium choices, Pr[Nash |MIN] and Pr[Nash |COR], increases much less

dramatically and systematically. Finally, the proportion of backward transitions among

equilibrium players increases over time in the sequential order but not in the simultaneous,

suggesting that repetition facilitates learning about how to perform backward induction

efficiently more than about how to eliminate dominated strategies efficiently. Details of

these results can be found in Appendix B4.

7.5 Individual Analysis

Leading behavioral theories of limited attention (level k, cognitive hierarchy, steps of

dominance) emphasize differences in behavior resulting from different degrees of strategic

sophistication. Following Costa-Gomes et al. (2001), we perform a structural estimation of

individual behavior. Briefly, the methodology consists in assuming that each subject has a

type. We consider 11 possible types that have received support in previous research (level

1, level 2, level 3, optimistic, pessimistic, Nash, etc.) and estimate by maximum likelihood

the type that best fits the behavior of each individual. We conduct the analysis only for

the baseline treatment and separately for the sequential and simultaneous timings.

The results are mixed. For the simultaneous order, the Bayesian model can classify

many subjects (83%) but only in a few types: 55% are equilibrium players and 28% are

level 1 or 2. For the sequential order, the classification is less accurate: 50% are Nash
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players and 8% are level 2 or 3. There are some important limitations in the individual

analysis. First, the number of observations per individual is small and some data (behavior

in roles 1 and 2) is not very informative. Second, we focus on choice data and ignore

any attentional measures, even though we have shown they can be extremely helpful

to understand the type of our subjects. Third and as discussed in section 7.4, there is

evidence of learning and therefore of changes in types over the course of the experiment.

Last, the behavioral theories predict identical behavior across timings, which is empirically

not the case. Therefore, even though the analysis is instructive and encouraging, it is not

surprising that given the nature of the problem, the available data and the behavior of

our subjects, the results are not as sharp as one would have hoped. Details of the analysis

and results can be found in Appendix B5.

8 Conclusion

In this paper, we have studied equilibrium behavior in sequential and simultaneous domi-

nance solvable games that have identical predictions. We have found that Nash compliance

is slightly higher in the sequential than in the simultaneous version for the baseline treat-

ment and significantly higher for the complex treatments. As the difficulty of performing

the iterated elimination of dominated strategies increased, the cue provided by the sequen-

tial order of moves becomes more important to find the equilibrium action. Our study

also confirms the value of attentional data in unveiling the underlying processes leading

to choices. A subject who looks at all the payoffs necessary to compute the equilibrium

and looks at payoffs in the order predicted by elimination of dominated strategies plays

Nash with extremely high probability (around 90% of the time). By contrast, a subject

who does not look at all the payoffs necessary to compute the equilibrium and does not

look at payoffs in the order predicted by elimination of dominated strategies plays Nash

less often than predicted by chance (between 10% and 50% of the time). We have also

learned from attentional data that different timings trigger different reasoning algorithms.

Among the individuals who play the equilibrium action, subjects in the sequential order

look more efficiently and systematically than subjects in the simultaneous order. Some

subjects know how to solve the game, others need to learn it. By being cued or by trying

to rationalize the behavior of past movers, a subject may learn faster or learn something

she would not learn otherwise.

In future research, we would like to investigate more deeply the cognitive difficulties

that subjects face to find the player with a dominant strategy and how equilibrium choice is

tremendously facilitated once this player and strategy are identified. In particular, it would

be interesting to know if directing the attention of our subjects to that player can have a
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long lasting effect on choice. The challenge is to devise an ecologically valid mechanism

which is powerful yet subtle so that it avoids demand effects from the experimenter. More

generally, we believe that choice and non-choice data are strong complementary measures

and that experimental research in that direction will improve our understanding of the

breadth and the limits of human cognition.
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Appendix A. Instructions - Baseline [B] treatment
(intended as online supporting material)

Thanks for participating in this experiment on group decision-making. During the experiment we
would like to have your undistracted attention. Do not open other applications on your computer, chat
with other students, use headphones, read, etc. Make sure to turn your phone to silent mode and not use
it during the experiment.

You will be paid for your participation in cash at the end of the experiment. Different participants
may earn different amounts. What you earn depends partly on your decisions, partly on the decisions of
others, and partly on chance. The entire experiment will take place through computer terminals, and all
interaction between participants will take place through the computers. Do not talk or in any way try to
communicate with other participants during the experiment.

We will start with a brief instruction period. During the instruction period, you will be given a
complete description of the experiment and will be shown how to use the computers. It is very important
that you listen carefully and fully understand the instructions since your decisions will affect your earnings.
You will be asked some review questions after the instructions, which have to be answered correctly before
we can begin the experiment. If you have any questions during the instruction period, raise your hand
and your question will be answered so everyone can hear. If any difficulties arise after the experiment has
begun, raise your hand, and an experimenter will come and assist you.

At the end of the session, you will be paid the sum of what you have earned in all matches, plus the
show-up fee of $5. Your earnings during the experiment are denominated in tokens. Depending on your
decisions, you can earn more or less tokens. At the end of the experiment, we will count the number of
tokens you have and you will be paid $1.00 for every 30 tokens. Everyone will be paid in private and you
are under no obligation to tell others how much you earned.

The experiment consists of 24 matches. In each match, you will be grouped with either two or three
other participants, which means there will be either 3 or 4 participants in a group. Group size will be
different for each match. Since there are 12 participants in todays session, in a match there will be either
3 groups of 4 participants or 4 groups of 3 participants. You are not told the identity of the participants
you are grouped with. Your payoff depends only on your decisions, the decisions of the participants you
are grouped with and on chance. What happens in the other groups has no effect on your payoff and vice
versa. Your decisions are not revealed to participants in the other groups.

A1. Instructions for simultaneous timing

We will present the game using screenshots. Your instruction package includes two separate pages,
which are screenshots of computer screens. Look at the first page. I will now describe the screenshot in
Display 1. Do you have the Display 1 in front of you? Raise your hand high if you do. If you don’t raise
your hand we will come around and guide your attention to the separate Display 1 page.

In this match each participant is grouped with two other participants. At the beginning of the match,
the computer randomly assigns a role to each of the three members in your group as RED or GREEN or
BLUE. In each match, each role is asked to make a choice from two possible actions, XR or YR for the
subject in the RED role, XG or YG for the subject in the GREEN role and XB or YB for the subject in
the BLUE role. You will choose an action without knowing which actions the other players in your group
have chosen.

You will see a screen like the one in Display 1. In this example, you have the GREEN role. The screen
says ‘GREEN, please choose an action’. Your action can be either XG or YG.

The payoffs you may obtain are the numbers inside the boxes in the left table. In this example, your
payoff depends on your action (the rows, XG or YG) and on the action of RED (the columns, XR or YR).
For example, if you choose YG and RED chooses XR, then you will earn 80 tokens. If RED chooses YR
instead, then you will earn 132 tokens.
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Display 1 - Simultaneous timing

If you are Role RED, you will see a screen similar to Display 1 but it will read, ‘RED, please choose
an action’. RED must respond by clicking on the XR or YR button. The payoffs RED may obtain are the
numbers inside the middle table. In this example, the payoffs RED may obtain depend on his action and
the action of BLUE. For example, if RED chooses YR and BLUE chooses XB , RED will earn 96 tokens.
Finally, the payoffs BLUE may obtain are the numbers inside the right table. Payoffs that BLUE may
obtain depend on his action and the action of GREEN.

Once every member in the group has made a choice, the computer screen will display the actions for
all members of your group and your payoff for the match. The payoff is added to your total. This will end
the current match.

When a match is finished, we proceed to the next match. For the next match, the computer randomly
reassigns all participants to a new group and to a new role. The new assignments do not depend in any
way on the past decisions of any participant including you, and are done completely randomly by the
computer. The assignments are independent across groups, across participants and across matches. This
second match then follows the same rules as the first match with two exceptions. First, the payoffs inside
the tables are now different. Second, in the new match you may be grouped with 3 (rather than 2) other
participants. If you are grouped with three other participants the roles are “RED”, “GREEN”, “BLUE”
and “ORANGE”.

The same procedure continues for 24 matches, after which the experiment ends.
A history screen at the bottom will show a rolling history of your role in that match, the actions of

all subjects in your group and your payoff.
Now turn to the Display 2. Do you have the Display 2 page in front of you? Raise your hand high if

you do. If you don’t raise your hand we will come around and guide you.

Display 2 - Simultaneous timing
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This is a similar game but the payoffs are now hidden in boxes. This is the type of screen you will
observe during the experiment. In order to find out what your possible payoffs are, or what the other roles’
payoffs are, you must move your mouse into the box that shows the payoff from a particular pair of actions
in the table, and click-and-hold one of the mouse buttons. If you do not hold down the mouse button the
payoff will disappear. When you move the mouse away from the box, the payoff will also disappear. If
you move your mouse back into a box, click-and-hold, the exact same payoff will appear again. Clicking
does not affect your earnings and you can look at as many of the possible payoffs as you care to, or as few,
for as long or as briefly as you like. If you have trouble figuring out how to use the mouse to temporarily
reveal the hidden payoffs during the experiment, raise your hand right away and we will come around and
help you.

Are there any questions? If there are any problems or questions from this point on, raise your hand
and an experimenter will come and assist you.

We will now begin a Practice session and go through one practice match to familiarize you with the
computer interface and the procedures. The tokens accumulated in this match do not count towards your
final dollar earnings. The practice match is similar to the matches in the experiment. During the practice
match, please do not hit any keys until you are asked to, and when you enter information, please do exactly
as asked. You are not paid for this practice match. At the end of the practice match you will have to
answer some review questions.

[START game]
You now see the first screen of the experiment on your computer. Raise your hand high if you do.
At the top left of the screen, you see your subject ID. Please record that ID in your record sheet. You

have been grouped by the computer with two other participants and assigned a role as RED or GREEN
or BLUE, which you can see on your screen. The pair assignment and role will remain the same for the
entire match. You can also see on the top left of the screen that you are in match 1.

You will see a screen similar to the Display 2 with the payoffs hidden in boxes. Please do not hit any
key. Now, use your mouse button to reveal the payoffs in the different boxes. Familiarize yourself with the
click-and-hold method. If you have problems revealing the payoffs raise your hand and we will come and
assist you.

If you are Role BLUE, please select YB . Note that it does not matter which one you choose since you
will not be paid for this round. You must wait for other participants in your group to make a choice. If
you are Role GREEN, please select YG. If you are Role RED, please select XR.

Once everyone in your group makes a choice, the computer screen will display the actions for all
members of your group and your payoff for the match. Please spend some time familiarizing yourself with
this screen.

Now click ‘Continue’. The practice match is over. Please complete the review questions before we
begin the paid session. Please answer all questions correctly and click to submit. The quiz will disappear
from your screen.

Are there any questions before we begin with the paid session?
We will now begin with the 24 paid matches. If there are any problems or questions from this point

on, raise your hand and an experimenter will come and assist you.
[START MATCH 1]
[After MATCH 24 read:]
This was the last match of the experiment. Your payoff is displayed on your screen. Your final payoff

in the experiment is equal to your stock of tokens in the end converted into dollars plus the show-up fee
of $5. Please record this payoff in your record sheet and remember to CLICK OK after you are done.

We will pay each of you in private in the next room in the order of your Subject ID number. Remember
you are under no obligation to reveal your earnings to the other participants. Please put the mouse on the
side of the computer and do not use either the mouse or the keyboard. Please remain seated and keep the
dividers pulled out until we call you to be paid. Do not converse with the other participants or use your
cell phone. Thank you for your cooperation.
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QUIZ

1. In this experiment, your payoffs are presented in boxes. Please choose the correct option:
i) Payoffs for all cells are always visible.
ii) Payoffs for all cells are hidden. They can be viewed by moving your mouse over the cell and clicking-
and-holding one of the mouse buttons. There is no cost of opening a cell.
iii) Payoffs of some cells are hidden and payoffs of other cells are visible.
iv) Payoffs for all cells are hidden. They can be viewed by moving your mouse over the cell and clicking-
and-holding one of the mouse buttons. However, tokens are subtracted from your payoff when you view a
cell.

2. Look at Display 1. Suppose you are role GREEN. What will be your payoff if you choose XG and
RED chooses YR?
i) 72
ii) 66
iii) It depends on what BLUE chooses

3. What will be the payoff of RED?
i) It depends of what BLUE chooses
ii) 96
iii) 112

4. What will be the payoff of BLUE?
i) 66
ii) 40 if BLUE chooses XB and 66 if BLUE chooses YB
iii) 144 if BLUE chooses XB and 94 if BLUE chooses YB

5. Look at Display 1. If actions chosen by all members of the group are XG, YR, YB what will be the
earnings of the three roles?
i) GREEN: 72 tokens, RED: 96 tokens, BLUE: 94 tokens.
ii) GREEN: 72 tokens, RED: 112 tokens, BLUE: 66 tokens.
iii) GREEN: 66 tokens, RED: 112 tokens, BLUE: 66 tokens.

6. Look at Display 2. What is your role and which game table hides your own payoffs
i) My role is GREEN and my payoffs are hidden in the middle table
ii) My role is BLUE and my payoffs are hidden in the right table
iii) My role is GREEN and my payoffs are hidden in the left table
iv) I cannot know what my role is yet.

A2. Instructions for sequential timing

We will present the game using screenshots. I will now describe the screenshot in “Display 1”. Do you
have the Display 1 in front of you? Raise your hand high if you do. If you don’t raise your hand we will
come around and guide your attention to the separate Display 1 page.

In this match each participant is grouped with two other participants. At the beginning of each match,
the computer randomly assigns a role to each of the three members in your group as RED or GREEN or
BLUE. Computer will also randomly assign a sequence of play. In each match, each role is asked to make
a choice from two possible actions, XR or YR for the subject in the RED role, XG or YG for the subject in
the GREEN role and XB or YB for the subject in the BLUE role.

If you have the first role in the sequence, you will see a screen like the one in Display 1. The order is
displayed at the top of the screen. In this example, the order is GREEN, RED, BLUE. This means that
GREEN chooses an action first. As you can see in Display 1, GREEN is prompted to choose an action.

41



The screen says ‘GREEN, please choose an action’. Your action can be either XG or YG. The two other
roles, RED and BLUE are instructed to wait. Once GREEN has made his decision, RED observes the
choice of GREEN and makes his decision. Once RED has made his decision, BLUE observes the choices
or GREEN and RED and makes his decision.

Display 1 - Sequential timing

The payoffs you may obtain are the numbers inside the boxes in the left table. In this example, your
payoff depends on your action (the rows, XG or YG) and on the action of RED (the columns, XR or YR).
For example, if you choose YG and RED chooses XR, then you will earn 80 tokens. If RED chooses YR
instead, then you will earn 132 tokens.

Now look at Display 2. Do you have Display 2 in front of you? Raise your hand high if you do. If you
don’t raise your hand we will come around and guide you.

Display 2 - Sequential timing

If you are the second role in the sequence, you should see a screen like the one in Display 2. In this
example, GREEN was the first role and GREEN chose YG, which is visible in the screen. The second role
in the sequence is RED. RED is now prompted to make a decision. The two other roles, GREEN and
BLUE are instructed to wait. RED must respond by clicking on the XR or YR button. The payoffs RED
may obtain are the numbers inside the middle table. In this example, the payoffs RED may obtain depend
on his action and the action of BLUE. For example, if RED chooses YR and BLUE chooses XB , RED will
earn 96 tokens.

Once the second role in the sequence has made a decision, it is revealed to the third role. The third
role in the sequence is BLUE. BLUE then observes the decisions of the first role (GREEN) and the second
role (RED) and is prompted to make a decision. The two other roles are instructed to wait. The payoffs
BLUE may obtain are the numbers inside the right table. Payoffs that BLUE may obtain depend on his
action and the action of GREEN.
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After all members have made a choice, your payoff for the match is calculated and added to your total.
This will end the current match. In some matches you will be grouped with 3 other participants. Rules
for these matches are similar to as described before.

When the match is finished, we proceed to the next match. For the next match, computer randomly
reassigns all participants to a new group of size 3 or 4, to a new role as role RED or GREEN or BLUE
or ORANGE and a new sequence of play. The new assignments do not depend in any way on the past
decisions of any participant including you, and are done completely randomly by the computer. The
assignments are independent across groups, across participants and across matches. This second match
then follows the same rules as the first match except that the payoffs inside the tables are now different.
The same procedure continues for 24 matches, after which the experiment ends. A history screen at the
bottom will show a rolling history of your role in that match, the actions of all subjects in your group and
your payoff.

Now turn to the Display 3. Do you have the Display 3 page in front of you? Raise your hand high if
you do. If you don’t raise your hand we will come around and guide you.

Display 3 - Sequential timing

This is a similar game but the payoffs are now hidden in boxes. This is the type of screen you will
observe during the experiment.

In order to find out what your possible payoffs are, or what the other roles’ payoffs are, you must move
your mouse into the box that shows the payoff from a particular pair of actions in the table, and click-
and-hold one of the mouse buttons. If you do not hold down the mouse button the payoff will disappear.
When you move the mouse away from the box, the payoff will also disappear. If you move your mouse
back into a box, click-and-hold, the exact same payoff will appear again. Clicking does not affect your
earnings and you can look at as many of the possible payoffs as you care to, or as few, for as long or as
briefly as you like. If you have trouble figuring out how to use the mouse to temporarily reveal the hidden
payoffs during the experiment, raise your hand right away and we will come around and help you.

Are there any questions? If there are any problems or questions from this point on, raise your hand
and an experimenter will come and assist you.

We will now begin a Practice session and go through one practice match to familiarize you with the
computer interface and the procedures. The points accumulated in this match do not count towards your
final dollar earnings. The practice match is similar to the matches in the experiment. During the practice
match, please do not hit any keys until you are asked to, and when you enter information, please do exactly
as asked. You are not paid for this practice match. At the end of the practice match you will have to
answer some review questions.

[START game]
You now see the first screen of the experiment on your computer. Raise your hand high if you do.
At the top left of the screen, you see your subject ID. Please record that ID in your record sheet. You

have been grouped by the computer with two other participants and assigned a role as RED or GREEN
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or BLUE, which you can see on your screen. The pair assignment and role will remain the same for the
entire match. You can also see on the top left of the screen that you are in match 1. If you are Role RED
or GREEN, you are instructed to wait. If you are Role BLUE, you will see a screen similar to the Display
3 with the payoffs hidden in boxes. Please do not hit any key. Now, use your mouse button to reveal the
payoffs in the different boxes. Familiarize yourself with the click-and-hold method. If you have problems
revealing the payoffs raise your hand and we will come and assist you.

Now please select YB . Note that it does not matter which one you choose since you will not be paid
for this round. You must wait for other participants in your group to make a choice.

Now if you are Role GREEN, you will see a screen similar to the Display 4 with the payoffs hidden in
boxes. Please do not hit any key.

Display 4 - Sequential timing

Now, use your mouse button to reveal the payoffs in the different boxes. Familiarize yourself with the
click-and-hold method. If you have problems revealing the payoffs raise your hand and we will come and
assist you. Now please select YG. Note that it does not matter which one you choose since you will not be
paid for this round. You must wait for other participants in your group to make a choice.

If you are Role RED, you will see a screen similar to the Display 5 with the payoffs hidden in boxes.
Please do not hit any key.

Display 5 - Sequential timing

Now, use your mouse button to reveal the payoffs in the different boxes. Familiarize yourself with the
click-and-hold method. If you have problems revealing the payoffs raise your hand and we will come and
assist you. Now please select XR.

Once everyone in your group makes a choice, the computer screen will display the actions for all
members of your group and your payoff for the match. Please spend some time familiarizing yourself with
this screen.
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Now click ‘Continue’. The practice match is over. Please complete the review questions before we
begin the paid session. Please answer all questions correctly and click to submit; the quiz will disappear
from your screen.

Are there any questions before we begin with the paid session?
We will now begin with the 24 paid matches. If there are any problems or questions from this point

on, raise your hand and an experimenter will come and assist you.
[START MATCH 1]
[After MATCH 24 read:]
This was the last match of the experiment. Your payoff is displayed on your screen. Your final payoff

in the experiment is equal to your stock of tokens in the end plus the show-up fee of $5. Please record this
payoff in your record sheet and remember to CLICK OK after you are done.

We will pay each of you in private in the next room in the order of your Subject ID number. Remember
you are under no obligation to reveal your earnings to the other participants. Please put the mouse on the
side of the computer and do not use either the mouse or the keyboard. Please remain seated and keep the
dividers pulled out until we call you to be paid. Do not converse with the other participants or use your
cell phone. Thank you for your cooperation.

QUIZ

1. In this experiment, your payoffs are presented in boxes. Please choose the correct option:
i) Payoffs for all cells are always visible.
ii) Payoffs for all cells are hidden. They can be viewed by moving your mouse over the cell and clicking-
and-holding one of the mouse buttons. There is no cost of opening a cell.
iii) Payoffs of some cells are hidden and payoffs of other cells are visible.
iv) Payoffs for all cells are hidden. They can be viewed by moving your mouse over the cell and clicking-
and-holding one of the mouse buttons. However, tokens are subtracted from your payoff when you view a
cell.

2. Look at Display 1. Suppose you are role GREEN. What will be your payoff if you choose XG and
RED chooses YR?
i) 72
ii) 66
iii) It depends on what BLUE chooses

3. What will be the payoff of RED?
i) It depends of what BLUE chooses
ii) 96
iii) 112

4. What will be the payoff of BLUE?
i) 66
ii) 40 if BLUE chooses XB and 66 if BLUE chooses YB
iii) 144 if BLUE chooses XB and 94 if BLUE chooses YB

5. Look at Display 1. If actions chosen by all members of the group are XG, YR, YB what will be the
earnings of the three roles?
i) GREEN: 72 tokens, RED: 96 tokens, BLUE: 94 tokens.
ii) GREEN: 72 tokens, RED: 112 tokens, BLUE: 66 tokens.
iii) GREEN: 66 tokens, RED: 112 tokens, BLUE: 66 tokens.
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6. Look at Display 3. What is your role and which game table hides your own payoffs
i) My role is GREEN and my payoffs are hidden in the middle table
ii) My role is BLUE and my payoffs are hidden in the right table
iii) My role is GREEN and my payoffs are hidden in the left table
iv) I cannot know what my role is yet.
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Appendix B. Supplementary analysis
(intended as online supporting material)

B1. Treatment [R]

Recall that the simultaneous order of treatments [R] and [S] are identical: in both cases

(and contrary to treatment [B]), the role with a dominant strategy is not necessarily

displayed in the rightmost position of the screen. In Table 6, we display the basic statistics

for the simultaneous order of treatment [R]

Role 1 Role 2 Role 3 Role 4 obs. per role

Pr. Nash play .99 .83 .56 .53 162

Role 3 Role 4

Pr[MIN] .62 .56

Pr[Nash |MIN] .81 .76
Pr[Nash | notMIN] .13 .23

Role 3 Role 4

Pr[COR] .61 .53

Pr[Nash |COR] .84 .85
Pr[Nash | notCOR] .13 .16

transitions Role 3 Role 4
(all)

backward .53 .56
forward .41 .43
non-adjacent .06 .01

transitions Role 3 Role 4
(cond. on role 1)

backward .76 .91
forward .16 .09
non-adjacent .08 .00

Table 6: Treatment [R] (simultaneous): general statistics

The data in Table 6 is very similar to that in the simultaneous order of treatment [S]

presented in Figures 2, 3, 4, 5 and 6. We have a slightly higher level of Nash compliance

for role 4 in treatment [R], due to higher rates of MIN lookups and COR sequence, and no

noticeable differences for role 3. As in all other treatments, the ratio between backward

and forward transitions for Nash players is around 1.5 and dramatically increases when

we condition on looking at role 1. Overall, treatment [R] confirms the findings in the

simultaneous order of the complex treatments described in the main text.

As discussed in section 2.3 and contrary to all other treatments, the sequential order

of treatment [R] is significantly simpler than the simultaneous counterpart, which is why

we relegate the analysis of this treatment to the appendix. In Table 7 we present the

percentage of equilibrium behavior as a function of the subject’s role (Role) and the role
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of the subject with the dominant strategy (Dominant). It also displays the number of

steps of dominance required to find the equilibrium (# steps).30

Role Dominant # steps % Equil.

1 1 0 .97
2 1 1 .92
3 1 2 .75
4 1 3 .58

1 2 0 1.0
2 2 0 1.0
3 2 1 .89
4 2 2 .69

1 3 0 1.0
2 3 1 .83
3 3 0 .98
4 3 1 .69

1 4 0 .94
2 4 1 .92
3 4 2 .83
4 4 0 1.0

Table 7: Treatment [R] (sequential): equilibrium choices

When role 1 has the dominant strategy (rows 1-4), equilibrium choices are very similar

to the previous treatments (close to 1 for roles 1 and 2, lower for role 3 and still lower

for role 4). However, when another role has the dominant strategy, the aggregate level of

equilibrium compliance is significantly higher than before. Indeed, roles 1 and 2 observe

the action of role 4, so they still consistently best respond to that action, independently of

which role has the dominant strategy (rows 5, 6, 9, 10, 11 and 12). Role 3 also plays the

equilibrium significantly more frequently if roles 2 or 3 have the dominant strategy, since

she needs to perform one or no steps of dominance (rows 7 and 11), and the same is true

although to a lesser extent for role 4. Overall and just as we expected, there is significantly

more equilibrium behavior in this treatment. The comparative statics are also in line with

previous findings: equilibrium compliance is inversely related to the number of steps of

dominance required to determine the optimal action.

30Equilibrium corresponds to the best response to the observed actions of predecessors (whether they
played Nash or not).
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B2. Cluster analysis with all subjects

We present here the results of the cluster analysis performed on all 288 subjects of the

sequential and simultaneous order pooled together. Contrary to the analysis in section

6, we do not constrain the maximum number of clusters because the BIC is substantially

smaller with 5 clusters or less than with 6 clusters or more. Without such constraint, the

model that maximizes BIC has eight clusters.

Table 8 presents the same information as Table 4 using the entire subject pool (in

parenthesis, we report for each cluster the number of subjects that play the sequential and

the simultaneous timing respectively). Figure 8 provides a graphical representation of the

eight clusters.

all subjects

Cluster A’ B’ C’ D’ E’ F’ G’ H’

%-cor † 0.0 0.0 11.7 33.7 65.5 86.1 100 100
pre-cor † 1.4 3.6 4.5 3.6 3.3 2.3 2.4 0.7

% subjects ‡ 7% 8% 9% 12% 22% 20% 10% 12%
(7, 13) (9, 15) (14, 11) (11, 23) (35, 28) (26, 32) (14, 16) (28, 6)

% Nash 27.8 34.9 40.4 44.3 68.5 86.1 97.0 97.7
% MIN 0.0 4.1 21.6 39.2 66.4 83.0 89.3 92.3
† Roles 3 and 4 only; ‡ Number of subjects (seq, sim) in parenthesis.

Table 8: Summary statistics by cluster pooling both timings together.

As we can notice from Figure 8, subjects in clusters C’, D’, E’ and F’ are grouped

mainly by their COR sequence, allowing large differences in wandering. Wandering is

slightly lower for those who perform COR (and play Nash) more often. Clusters A’ and

B’ are lost. They never perform the COR sequence (and rarely play Nash) and they either

give up fast (A’) or try somewhat harder (B’). On the other extreme, clusters G’ and

H’ always look at COR and play Nash. The difference is whether they know right away

where to look to perform the elimination of dominated strategies (H’) or if it takes them

some time to figure it out (G’). As a last note, in a previous version we also performed

the cluster analysis with the data from treatment [B] only, and found similar conclusions:

four clusters for each order (with close to one, close to zero and two intermediate levels

of COR) and a hump-shaped relationship COR vs. wandering under both timings. This

suggests that the clustering of individuals is robust across treatments and across orders.

B3. Other measures of lookup occurrence
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Figure 8 Clusters for the entire sample.

Previous research in the alternate bargaining offers game (Camerer et al. (1993); Johnson

et al. (2002)) suggests that subjects who play off-equilibrium tend to exhibit a more self-

centered behavior, with a majority of lookups in their own payoff-cells. To determine if

similar biases occur in our experiment, we look at two other measures of lookup occurrence.

First, the proportion of lookups on the subject’s own payoff matrix, own lookups, with the

idea that self-centeredness is an indication of insufficiently strategic thinking. Second, the

proportion of observations with at least one lookup in the matrix of role 1, lookups role

1. This payoff matrix is often far away from the subject’s own payoff matrix and yet it is

key to initiate the elimination of dominated strategies. Table 9 summarizes the findings.

Perhaps not surprisingly, the subject’s own payoff is a focal point that needs to be

overcome when thinking strategically. In trials consistent with Nash play, subjects spend

22 to 46 percent of the time in their own matrix. By contrast, in trials not consistent with

Nash play, subjects spend 42 to 59 percent of the time in that same matrix. The difference

is similar across roles and significant for all treatments when we pool roles together.

The difference in the likelihood of looking at role 1’s payoff matrix is more striking. In

trials where the equilibrium strategy is reached, subjects fail to look at the crucial payoff

matrix of role 1 less than 20% of the time (except for role 6). By contrast, in trials where

the equilibrium strategy is not reached, subjects miss that matrix 50% to 90% of the time.

Again, the difference is more significant for higher roles and more complex treatments.

The result is consistent with Figures 3 and 4, and suggests that many subjects who do
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simultaneous

Role 3 Role 4 Role 5 Role 6
[B3] [B4] [S] [E] [B4] [S] [E] [E] [E]

own lookups
Nash .39 .42 .38 .35 .33 .32 .33 .25 .22
Not Nash .58 .55 .59 .54 .48 .50 .52 .46 .47

lookups role 1
Nash .82 .80 .84 .94 .89 .84 .81 .78 .69
Not Nash .47 .25 .27 .15 .27 .20 .06 .16 .16

sequential

Role 3 Role 4 Role 5 Role 6
[B3] [B4] [S] [E] [B4] [S] [E] [E] [E]

own lookups
Nash .42 .37 .33 .30 .38 .46 .29 .32 .38
Not Nash .56 .55 .48 .46 .52 .57 .39 .42 .47

lookups role 1
Nash .89 .88 .93 .93 .85 .87 .92 .85 .79
Not Nash .45 .26 .25 .18 .43 .29 .14 .14 .36

Table 9: Lookup behavior in trials where subjects do and do not play Nash.

not look at all the MIN cells and do not perform the COR sequence are individuals who

miss the matrix of role 1 all together.

B4. Learning

We present the same information as in the tables of the main text except that we divide

the sample into early (first half) and late (second half) trials. Table 10 presents for roles

3 and above the analogue of Figure 2, that is, the proportion of equilibrium choices by

treatment, timing and role. We notice the increase in equilibrium behavior which is large

and highly statistically significant, with the exception of role 3 in sequential order.

Tables 11 and 12 present the analogue of Figures 3 and 4, that is, the information

on MIN lookups and COR sequence split between the “early” and “late” trials. There is

a significant increase in MIN lookups and COR sequence, except for role 3 in sequential

order, where the increase is, in some treatments, more moderate. The probability of

transforming MIN and COR into equilibrium choices increases much less over time and

not systematically across treatments. Also, the increase is typically more pronounced
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Prob. of Nash play: early / late

Role 3 Role 4 Role 5 Role 6

sim [B3] .72 / .88∗∗∗ — — —
[B4] .59 / .81∗∗∗ .47 / .76∗∗∗ — —
[S] .44 / .73∗∗∗ .27 / .52∗∗∗ — —
[E] .44 / .70∗∗∗ .35 / .65∗∗∗ .37 / .57∗∗ .22 / .50∗∗∗

seq [B3] .76 / .82 — — —
[B4] .76 / .92∗∗∗ .56 / .74∗∗∗ — —
[S] .80 / .80 .49 / .74∗∗∗ — —
[E] .57 / .70 .46 / .76∗∗∗ .44 / .65∗∗ .37 / .50

Difference early / late significant at the ∗ 10%, ∗∗ 5%, ∗∗∗ 1% level

Table 10: Probability of equilibrium choice by role, order of moves and treatment.

in simultaneous than in sequential. Part of the reason for the moderate change is that

the conditional likelihood of Nash play given MIN and COR is already very high at the

beginning of the experiment, severely limiting the amount by which it can increase.

simultaneous

Role 3 Role 4 Role 5 Role 6
[B3] [B4] [S] [E] [B4] [S] [E] [E] [E]

Pr[MIN] .61/.78 .49/.68 .38/.61 .48/.63 .44/.69 .22/.42 .32/.54 .35/.52 .14/.41

Pr[Nash |MIN] .82/.97 .83/.93 .71/.92 .85/1.0 .77/.96 .78/.91 .88/1.0 .79/.86 .76/.91
Pr[Nash |notMIN] .55/.56 .36/.57 .28/.42 .07/.20 .23/.30 .13/.23 .11/.24 .14/.27 .13/.22

sequential

Role 3 Role 4 Role 5 Role 6
[B3] [B4] [S] [E] [B4] [S] [E] [E] [E]

Pr[MIN] .68/.75 .56/.59 .74/.79 .56/.67 .48/.67 .42/.58 .39/.72 .32/.63 .24/.46

Pr[Nash |MIN] .88/.94 .95/.97 .97/.95 .93/.94 .85/.83 .88/.92 .86/.97 .88/.97 .77/.92
Pr[Nash |notMIN] .50/.47 .51/.84 .33/.24 .13/.22 .29/.56 .21/.50 .21/.20 .24/.10 .24/.14

Table 11: Nash choice based on MIN lookup split into early / late trials

Next, we present in Tables 13 and 14 the same information as in Figures 5 and 6

(different types of transitions among equilibrium players) split between the first half and

second half of trials. Recall from Figure 5 that the main difference across timings is that

the ratio of backward to forward transitions is substantially higher in sequential than in

simultaneous. This difference is exacerbated over the course of the experiment, especially
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simultaneous

Role 3 Role 4 Role 5 Role 6
[B3] [B4] [S] [E] [B4] [S] [E] [E] [E]

Pr[COR] .53/.80 .44/.69 .42/.67 .46/.63 .40/.69 .21/.46 .26/.54 .26/.44 .11/.37

Pr[Nash |COR] .90/.97 .94/.95 .82/.90 .88/1.0 .86/.97 .88/.95 .93/1.0 1.0/.96 1.0/.95
Pr[Nash |notCOR] .51/.52 .32/.52 .17/.37 .07/.20 .22/.29 .11/.16 .15/.24 .15/.27 .13/.24

sequential

Role 3 Role 4 Role 5 Role 6
[B3] [B4] [S] [E] [B4] [S] [E] [E] [E]

Pr[COR] .66/.72 .68/.81 .73/.78 .54/.65 .44/.67 .41/.68 .39/.74 .32/.65 .20/.44

Pr[Nash |COR] .89/.96 .95/.98 .98/.97 .97/.97 .89/.92 .91/.95 .86/.98 .88/.94 .82/.96
Pr[Nash |notCOR] .49/.46 .37/.67 .32/.22 .12/.21 .30/.39 .21/.31 .21/.14 .24/.11 .26/.13

Table 12: Nash choice based on COR transitions split into early / late trials

in roles 4, 5 and 6. It suggests that repetition of the game facilitates learning about how

to perform backward induction efficiently (sequential) but not so much about how to per-

form elimination of dominated strategies efficiently (simultaneous). The ratio of backward

to forward transitions conditional on having reached the matrix of role 1 also increases

over the course of the experiment, although not as dramatically and systematically. In-

deed, both in the first and second half of the experiment, backward transitions become

overwhelmingly prevalent once the matrix of role 1 has been looked at.

simultaneous

Role 3 Role 4 Role 5 Role 6
[B3] [B4] [S] [E] [B4] [S] [E] [E] [E]

backward .53/.63 .55/.57 .53/.59 .51/.54 .56/.58 .58/.53 .49/.56 .52/.53 .53/.49
forward .47/.37 .41/.38 .42/.36 .39/.43 .42/.41 .41/.45 .45/.39 .44/.43 .46/.49
non-adjacent — .05/.05 .05/.05 .10/.03 .02/.01 .01/.02 .06/.05 .04/.04 .01/.02

sequential

Role 3 Role 4 Role 5 Role 6
[B3] [B4] [S] [E] [B4] [S] [E] [E] [E]

backward .72/.82 .62/.78 .72/.74 .49/.68 .67/.81 .77/.91 .63/.76 .66/.75 .70/.89
forward .28/.18 .31/.19 .21/.19 .45/.22 .31/.16 .20/.07 .28/.15 .30/.17 .27/.09
non-adjacent — .07/.03 .07/.07 .06/.10 .02/.03 .03/.02 .09/.09 .04/.08 .03/.02

Table 13: Transitions for Nash players split into early / late trials
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simultaneous

Role 3 Role 4 Role 5 Role 6
[B3] [B4] [S] [E] [B4] [S] [E] [E] [E]

backward .79/.89 .81/.82 .71/.91 .67/.78 .83/.92 .93/.93 .75/.95 .87/.83 .97/.80
forward .21/.11 .14/.13 .20/.08 .21/.17 .16/.07 .07/.06 .17/.03 .07/.12 .03/.18
non-adjacent — .06/.05 .09/.01 .12/.05 .01/.01 .00/.01 .08/.02 .06/.05 .00/.02

sequential

Role 3 Role 4 Role 5 Role 6
[B3] [B4] [S] [E] [B4] [S] [E] [E] [E]

backward .77/.85 .77/.85 .79/.85 .70/.79 .80/.85 .81/.92 .77/.85 .84/.92 .80/.89
forward .23/.15 .15/.12 .14/.12 .22/.11 .19/.13 .17/.06 .17/.09 .14/.05 .19/.08
non-adjacent — .07/.02 .07/.03 .08/.10 .01/.02 .02/.02 .04/.06 .02/.03 .01/.03

Table 14: Transitions for Nash players conditional on reaching the payoff matrix of role 1
split into early / late trials

B5. Individual analysis

We perform a structural estimation of individual behavior in treatment [B]. Following

Costa-Gomes et al. (2001), we assume that subjects have a type that is drawn from a

common prior distribution, and that this type remains constant over all trials.31 The

subject’s behavior is determined by her type, possibly with some error. We also assume

that subjects treat each trial as strategically independent. In specifying the possible types,

we use some of the general behavioral principles that have been emphasized in the literature

as being most relevant. We consider the following set of types. Pessimistic [Pes] (subjects

who maximize the minimum payoff over the rival’s decision), Optimistic [Opt ] (subjects

who maximize the maximum payoff over the rival’s decision), Sophisticated [Sop] (subjects

who best respond to the aggregate empirical distribution of choices) and Equilibrium

[NE ] (subjects who play Nash). We also include the types corresponding to the steps of

dominance and level k theories: L1, L2, L3, L4, D1, D2, D3. This set of 11 types is chosen

to be large and diverse enough to accommodate a variety of possible strategies without

overly constraining the data analysis, yet small enough to avoid overfitting.32 Each of our

types predicts an action for each role in each game.

31Given the documented learning, this is unsatisfactory. Unfortunately, we do not have enough obser-
vations to perform an individual estimation if we use only the last 12 trials.

32Costa-Gomes and Crawford (2006) conducted a second specification test that included “pseudotypes”
(types constructed from each of the subjects’ empirical behavior in their experiment) to learn if the behavior
of some subjects could be better explained by types omitted in their original specification. Their results
suggested no empirically significant omitted types.
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Econometric model

For the econometric analysis we focus exclusively on decisions. In order to determine

how distinctive the behavior of each type is, we first compute the matrix of correlations of

choices for the different types.33 More precisely, for each observation of an individual and

given the role and game, we determine whether the action chosen by the subject is consisted

with each of the considered types (coded as 1) or not (coded as 0). Naturally, actions will

typically be consisted with a subset of types. We then sum up the 24 observations of

the individual and calculate the partial correlation matrix for all our types across all

individuals. Since D3 and L4 subjects play Nash in all games, they are indistinguishable

from [NE ], so we omit them from the analysis. The results are presented in Table 15

separately for the simultaneous and sequential orders of moves.

simultaneous

L1 L2 L3 NE D1 D2 Sop Pes Opt

L1 1.0
L2 .24 1.0
L3 -.63 .32 1.0
NE -.72 .17 .93 1.0
D1 .78 .67 -.29 -.40 1.0
D2 -.43 .56 .91 .79 -.05 1.0
Sop -.71 .20 .95 .98 -.36 .83 1.0
Pes .16 -.17 -.12 -.07 -.02 -.10 -.04 1.0
Opt .96 .25 -.52 -.61 .72 -.38 -.60 .11 1.0

sequential

L1 L2 L3 NE D1 D2 Sop Pes Opt

L1 1.0
L2 .33 1.0
L3 -.42 .45 1.0
NE -.64 .23 .90 1.0
D1 .74 .69 .04 -.24 1.0
D2 -.24 .64 .92 .77 .22 1.0
Sop -.64 .23 .90 1.0 -.24 .77 1.0
Pes .39 .08 -.13 -.14 .15 -.05 -.14 1.0
Opt .94 .30 -.35 -.55 .68 -.25 -.55 .33 1.0

Table 15: Matrix of types correlation (shaded cells for correlations > 0.90)

As we already knew from section 7.1, [Sop] play Nash in almost all games and roles,

hence the high correlation with [NE ]. [Opt ] are also rarely separated from L1 and so

are D2 from L3. Given these correlations, for the econometric analysis we keep 6 types:

τ ∈ {Pes, D1, L1, L2, L3,NE}.
We conduct a maximum likelihood error-rate analysis of subjects’ decisions with the

6 types of players discussed above using the econometric model of Costa-Gomes et al.

(2001). A subject of type τ is expected to make a decision consistent with type τ , but in

each game makes an error with probability ετ ∈ (0, 1). This error rate may be different for

different types. Given that our games have only two actions, for a subject of type τ the

probability of taking the action consistent with type τ is (1 − ετ ) and the probability of

33Ideally, we would like to classify individuals according to choices and lookups. In a previous version
we performed such exercise. However, the results were not robust mainly because we do not have enough
observations to estimate such a large number of parameters.
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taking the other action is ετ . We assume errors are i.i.d. across games and across subjects.

Let i ∈ I = {1, 2, ..., 72} index the subjects for each order of moves. Denote by N be

the total number of trials (24 in our experiment) and by xiτ the total number of actions

consistent with type τ for subject i. The probability of observing a particular sample with

xiτ type τ decisions when subject i is type τ can be written as:

Liτ (ετ
∣∣ xiτ ) = [1− ετ ]x

i
τ [ετ ]N−x

i
τ

Let pτ denote the subjects’ common prior type probabilities, with
∑

τ pτ = 1. Weighting

the above equation by pτ , summing over types, taking logarithms, and summing over

players yields the log-likelihood function for the entire sample:

lnL(p, ε
∣∣ x) =

∑
i∈I

ln
∑
τ

pτ [1− ετ ]x
i
τ [ετ ]N−x

i
τ .

With 6 types, we have 11 parameters to estimate: 5 independent probabilities and 6 error

rates.

Estimation results

Given the behavioral differences between sequential and simultaneous timings, we com-

pute parameter estimates separately for the two cases. Under our assumptions, maximum

likelihood yields consistent parameter estimates (the complexity of the estimation made it

impractical to compute standard errors). Table 16 shows the estimated type probabilities

and type-dependent error rates.

simultaneous

Type τ Prob. pτ Error ετ

NE .60 .06
L3 .02 .02
L2 .22 .11
L1 .15 .25
D1 .00 .87
Pes .01 .04

sequential

Type τ Prob. pτ Error ετ

NE .59 .04
L3 .12 .12
L2 .18 .16
L1 .07 .26
D1 .05 .41
Pes .00 .64

Table 16: Estimated type probabilities in simultaneous and sequential timings

The distribution of types is similar under both timings, with more than half of the

observations corresponding to [NE ], and the rest distributed among L1, L2 and L3. D1

and [Pes] are virtually non-existent. Behavior is more sophisticated in the sequential than

in the simultaneous timing, with more L3 and fewer L2 and L1 types. Finally, the errors
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are small for three out of four of the relevant types (L2, L3, NE ) and somewhat higher

for the last one (L1). Overall, the estimation is stable and reasonably accurate.

Given those estimates, we can also characterize the model’s implications for the types

of individual subjects. To do this, we calculate the Bayesian posterior conditional on

each subject’s decision history. Formally, let xi be the sequence of actions taken by an

individual. By Bayes rule, the probability of this individual being of type τ given xi is:

Pr(τ
∣∣ xi) =

Pr(xi
∣∣ τ)× pτ∑

τ Pr(xi
∣∣ τ)× pτ

Naturally, the number of subjects that can be classified into a type depends on how harsh

is the requirement for a classification. In Table 17 we report the results for the 72 subjects

under each timing when a subject is classified into a given type if the posterior estimate

of that type, Pr(τ
∣∣ xi), is highest and at least 0.7, 0.8, and 0.9, respectively.

simultaneous

min. criterion Pr(τ
∣∣ xi)

Type τ 0.7 0.8 0.9

NE 42 40 40
L3 – – –
L2 13 13 11
L1 10 10 9
D1 – – –
Pes 1 1 1

N/C 6 8 11

sequential

min. criterion Pr(τ
∣∣ xi)

Type τ 0.7 0.8 0.9

NE 40 36 36
L3 3 1 1
L2 9 8 4
L1 4 2 –
D1 2 2 2
Pes – – –

N/C 14 23 29

Table 17: Individual classification in types (N/C = not classified)

In simultaneous, 55% of subjects are classified as equilibrium players and 28% as L1

or L2, even under the tightest requirement of 0.9 probability of choices fitting a type. The

individual classification is much less accurate in sequential (50% classified as equilibrium

players and only 7% as some level k) and tilted towards higher sophistication (fewer L1

and L2 and more L3 and unclassified subjects).
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Appendix C. Other material
(intended as online supporting material)

C1. Payoff variants used in the experiment

Treatment [B]. There are 24 trials, with 6 different 4-player and 6 different 3-player

games, each played twice. All games are randomly intertwined with two identical games

never played consecutively. The 12 payoff matrices are presented in Table 18. Nash

equilibrium cells are highlighted in bold.

Game Role 4 Role 3 Role 2 Role 1

1 28 12 4 25 10 20 10 14
10 24 20 5 25 10 20 26

2 15 25 38 18 14 36 34 26
30 14 18 32 30 10 20 12

3 15 30 16 28 15 35 18 24
24 16 30 20 32 10 10 12

4 15 25 8 18 14 6 10 14
26 10 20 10 6 18 18 24

5 10 22 25 15 28 14 22 32
18 10 15 30 12 24 14 20

6 32 16 16 34 18 6 10 8
22 30 30 22 8 22 18 14

7 4 25 10 20 10 14
20 5 25 10 24 30

8 6 22 12 28 18 12
28 8 22 10 10 6

9 4 20 8 22 10 8
15 5 25 10 26 22

10 22 8 10 28 12 10
10 25 22 12 24 20

11 12 22 10 16 18 14
28 10 18 10 10 8

12 4 25 10 25 12 20
20 5 20 12 22 32

Table 18: Payoff variants in treatment [B]
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Treatment [S]. There are 18 trials, with 9 different games, each played twice. All games

are randomly intertwined except that two identical games are never played consecutively.

The 9 payoff matrices are presented in Table 19, and we specify the order of play for each

game in the sequential timing. Nash equilibrium cells are highlighted in bold. Only role

1 has a dominant strategy.

Game Role and payoff matrix

1 Role 2 Role 4 Role 1 Role 3
12 20 28 7 10 14 5 25
25 10 6 24 26 20 20 6

2 Role 4 Role 2 Role 1 Role 3
12 26 10 36 26 34 38 18
30 12 30 8 12 20 16 34

3 Role 4 Role 2 Role 3 Role 1
8 28 13 35 16 26 24 18

24 8 32 14 30 14 10 12

4 Role 3 Role 1 Role 2 Role 4
8 28 14 18 12 24 34 10

24 6 24 30 26 14 12 28

5 Role 1 Role 4 Role 2 Role 3
30 38 20 40 12 40 42 20
16 21 44 22 34 14 22 36

6 Role 1 Role 3 Role 4 Role 2
22 28 12 34 8 32 18 42
14 16 36 14 28 6 40 14

7 Role 3 Role 1 Role 4 Role 2
7 23 10 8 26 8 8 18

20 6 24 18 10 20 24 6

8 Role 2 Role 3 Role 1 Role 4
12 34 36 16 32 24 6 24
30 10 18 30 14 10 28 8

9 Role 2 Role 4 Role 3 Role 1
10 34 10 28 8 24 18 16
30 12 22 12 27 9 8 7

Table 19: Payoff variants in treatment [S]
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Treatment [E]. There are 18 trials, with 9 different games, each played twice. All games

are randomly intertwined except that two identical games are never played consecutively.

The 9 payoff matrices are presented in Table 20. Nash equilibrium cells are highlighted in

bold. As in treatment [B], roles are in decreasing order from left (role 6) to right (role 1).

Game Role 6 Role 5 Role 4 Role 3 Role 2 Role 1

1 12 30 12 22 28 7 5 25 12 20 10 14
26 12 28 10 6 24 20 6 25 10 26 20

2 28 7 8 28 12 26 38 18 10 36 26 34
6 24 24 6 30 12 16 34 30 8 12 20

3 6 28 38 18 8 28 16 26 13 35 24 18
32 8 16 34 24 8 30 14 32 14 10 12

4 8 28 8 30 34 10 8 28 12 24 14 18
24 8 36 10 12 28 24 6 26 14 24 30

5 6 24 7 23 20 40 42 20 12 40 30 38
28 8 20 6 44 22 22 36 34 14 16 21

6 28 12 12 24 8 32 12 34 18 42 22 28
10 34 26 14 28 6 36 14 40 14 14 16

7 30 18 12 20 26 8 7 23 8 18 10 8
16 36 25 10 10 20 20 6 24 6 24 18

8 14 36 36 22 6 24 36 16 12 34 32 24
34 12 20 42 28 8 18 30 30 10 14 10

9 20 10 10 30 10 28 8 24 10 34 18 16
8 26 34 12 22 12 27 9 30 12 8 7

Table 20: Payoff variants in treatment [E]
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Treatment [R]. There are 18 trials, with 9 different games, each played twice. All games

are randomly intertwined except that two identical games are never played consecutively.

The 9 payoff matrices are presented in Table 21. Nash equilibrium cells are highlighted

in bold. As in treatment [B], roles are in decreasing order from left (role 4) to right (role

1). For visual clarity, we add a rightmost column specifying the role with the dominant

strategy.

Game Role 4 Role 3 Role 2 Role 1 Dominant

1 28 7 10 14 10 25 6 20 Role 3
6 24 26 20 20 12 25 5

2 12 30 34 16 26 34 8 30 Role 2
26 12 18 38 12 20 36 10

3 8 28 16 26 13 35 24 18 Role 1
24 8 30 14 32 14 10 12

4 14 18 8 28 12 24 34 10 Role 4
24 30 24 6 26 14 12 28

5 22 44 30 38 14 34 42 20 Role 3
40 20 16 21 40 12 22 36

6 6 28 14 36 22 28 18 42 Role 2
32 8 34 12 14 16 40 14

7 26 8 7 23 8 18 10 8 Role 1
10 20 20 6 24 6 24 18

8 32 24 30 18 10 30 8 28 Role 4
14 10 16 36 34 12 24 6

9 10 28 18 16 10 34 8 24 Role 3
22 12 8 7 30 12 27 9

Table 21: Payoff variants in treatment [R]

C2. Method to determine the MIN set

The MIN set depends on the role, order of play, treatment and the actions consistent with

Nash. In sequential, it also depends on the action of the player moving first (role T ). We

explain MIN in treatment [B4] with the help of Table 22 (the logic is similar in the other

treatments). The values in this table are not the payoffs from the game but, instead, code

numbers for the cells used here to support the explanation of MIN.
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Role 4
X3 Y3

X4 1 2
Y4 3 4

Role 3
X2 Y2

X3 5 6
Y3 7 8

Role 2
X1 Y1

X2 9 10
Y2 11 12

Role 1
X4 Y4

X1 13 14
Y1 15 16

Table 22: Support table to find MIN (values are not payoffs in the game but instead the
cell codes given to facilitate the explanation of MIN below)

MIN for simultaneous. Take the convention that the Nash equilibrium is (X4, X3, X2, X1).

MIN for role 1 are cells 13, 14, 15 and 16, since opening this set enables role 1 to figure

out her dominant strategy. MIN for role 2 are cells 13, 14, 15, 16, 9 and 11: opening 13,

14, 15 and 16 enables role 2 to know that X1 is a dominant strategy for role 1 and then

role 2 only needs to open cells 9 and 11, the cells in her payoff matrix corresponding to

X1. Using the same logic we get that MIN for role 3 are cells 13, 14, 15, 16, 9, 11, 5 and

7 and MIN for role 4 are cells 13, 14, 15, 16, 9, 11, 5, 7, 1 and 3.

MIN for sequential. MIN for role T (role 4 in this treatment) is defined exactly as in

the simultaneous order. MIN for the other roles depends on the action taken by role 4.

Let us assume that role 4 chooses X4. MIN for role 1 are only cells 13 and 15: role 1

observes the action of role 4 so, in order to calculate her Nash strategy, she only needs to

compare cells 13 and 15 in her payoff matrix. With an analogous reasoning we get that

MIN for role 2 are cells 13, 15, 9 and 11 and MIN for role 3 are cells 13, 15, 9, 11, 5 and

7. Naturally, when we code MIN in each game we need to track which action corresponds

to the Nash equilibrium (Xt or Yt) and which action has been taken by role T .

C3. Basic statistics of the variables used in the Probit regression

To give a proper perspective of the standardized marginal effects discussed in the

regression analysis of section 5.2, we report in Table 23 the mean and standard deviation

of the independent variables used in Table 3.

[B] [S] [E]
mean (sd) mean (sd) mean (sd)

Nash 0.74 (0.44) 0.60 (0.49) 0.52 (0.50)
min 0.63 (0.48) 0.52 (0.50) 0.46 (0.50)
total 31.9 (24.6) 29.5 (23.5) 36.8 (27.9)
%-backward 0.10 (0.09) 0.11 (0.09) 0.09 (0.09)

# obs. 1436 1436 648 648 858 858

Table 23: Mean and standard deviation of the variables in the regression analysis.
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